
Financial Development, Investment and Energy Consumption in Nigeria: ARDL 

Approach 

 

Muhammad, Shehu1 

 

Abstract: The study investigates the link between financial development, investment and energy consumption in Nigeria. The aim 

of the study is to re-examine financial development and energy consumption model by considering investment as a factor that 

contributes to more energy demand for consumption. The study employs an annual data within the period 1981 and 2015. The 

Auto-regressive Distributed Lag (ARDL) Method is used to analyse the data. From the results, financial development had a negative 

impact on energy consumption both in the short-run and the long-run. Investment has a positive significant impact on energy 

consumption in the short-run, while it was significantly negative in the long-run. GDP in the long-run and short-run positively 

relates with energy consumption. Population growth rate in the short-run negative impact on energy consumption, while in the 

long-run was positive. The findings propel the conclusion that financial development and investment are an important determinant 

of energy consumption in Nigeria and government should consider a policy that incorporate credit availability on energy issues 

into its plan. 
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1. Introduction 

Over the years in literature, energy consumption and economic growth has gained a major concern. The 

role of energy in economic growth and development has been argued with much importance in literature as 

it is considered as an important factor to growth and development. Its link to energy consumption is a 

current discussion in literature. Jensen (1996) noted that financial development increase industrial activities, 

which demands for more energy leading to industrial pollution. Frankel and Romer (1999) further 

confirmed this submission through economic growth-energy link, as more investment transforms the 

growth of the economy and using more energy which at the end interrupts the performances of the 

environment. In addition to these submissions, Islam et al., (2013) submitted that as the aim to increase 

economic wealth by the emerging countries becomes more prioritized, the importance of the topic will gain 

more attention. Energy is considered to be needed for production of all goods and services, and as 

production increases, the energy sector needs major investment to meet the increasing demand. This 

therefore makes investment and financial development important determinants of energy consumption. 

Karanfil (2008) and (2009) having noted the gap in the determinants of energy consumption argued that 

adding financial variables such as domestic credit to private sector, stock market capitalization or liquid 

liabilities into the energy determinants model makes it more justifiable, rather than just a simple bivariate 

model. This is supported by Fung (2009) that financial development creates more output and increase 

demand for energy as the inputs increases. Sardosky (2011) confirmed that financial development affect 

energy consumption through three channels: First, the direct effect through consumers’ purchasing power 

on energy which depends on if financial development increases or decreases. Secondly, it increase 

production through access to finances by investors and calls for more energy. Thirdly, more financial credits 

translate which gives confidence to consume more energy. 

Different methods have been used on the empirical front on the relationship between financial development 

and energy consumption since the early discussion of considering it as a determinant of energy 

consumption. The econometric approach of the empirical studies are often based on: linear dynamic panel 
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models (Sadorsky, 2010; Ozturk & Al-Mulali, 2015; Shahbaz et al., 2017), Auto-regressive Distributed Lag 

(ARDL) (Fuinhas & Marques 2012; Shahbaz et al., 2016; Bekhet et al., 2017), cointegration model (Islam 

et al., 2013; Mahalik et al., 2017), or Granger causality model (Dan & Lijun, 2009; Furuoka, 2015). Few 

studies on Nigeria, identifiably: Ali, Yusop and Hook (2015) and Odusanya et al. (2016) used Auto-

regressive distributed lag to capture the short-run and long-run impact of financial development on energy 

consumption in Nigeria. This study therefore deviates by investigating the link between financial 

developments, investment and energy consumption in Nigeria. 

The study is considered to be important in the context of Nigeria because, Nigeria is one of the countries 

with huge financial capacity in the world and also generate a larger percentage of its income from the oil 

industry. Also, being an oil importing country, the amount of energy consumed to run daily activities is 

significant compared to other economies of same level of development with the country. The projection of 

the country’s population increase is also a major concern in its energy demand. Additionally, since energy 

is needed to increase production and Nigeria being one of the fastest growing economies in Africa, the need 

to consider financial development and investment nexus with energy consumption is important. 

The rest of the study is section into four parts. Section two captures the literature review, section three holds 

the data source and model specification, section four handles the analytical framework, while section five 

contains the conclusion and recommendations. 

 

2. Literature Review 

The theoretical background of most of the empirical studies on the nexus between financial development 

and economic growth is guided by various theories that argued on the importance of financial development 

on economic growth. Among these theories are Schumpeter (1932), Goldsmith (1969), McKinnon (1973), 

Shaw (1973) and environmental theory of Kuznets (1956) and has continued gaining interest of researchers 

to empirically test the submissions from different perspectives.  

Jalil and Feridun (2011) empirically submitted for the economy of China that, there is a positive impact of 

financial development on environmental quality. That is, more financial development advocates the use of 

cleaner energy which reduces the amount of carbon emission in the environment. They also verified that 

carbon emission is captured more in the long-run by financial development with the aid of cleaner energy 

consumption. Coban and Topcu (2013) found a positive link between financial development and energy 

consumption in the EU countries. 

Taking a sample of 9 Central and Eastern European countries, Sardosky (2011) observed a positive 

significant relationship between financial development (proxy as banking variables such as: deposit money 

bank assets to GDP, financial system deposits to GDP, or liquid liabilities to GDP) and energy consumption. 

Between 1980 and 2009 in Gulf Cooperation Council (GCC) Countries, Al-Mulali and Lee (2013) noted 

existence of coitergration relationship and a positive long-run relationship between financial development, 

economic growth, urbanization, total trade and energy consumption. The study also noted a bidirectional 

causal link running from financial development to energy consumption. 

Islam et al., (2013) in Malaysia asserted that energy consumption is predisposed by economic growth and 

financial development in the short and long run, while population onlys significantly impact on energy 

consumption in the long-run. Komal and Abbas (2015) confirmed in Pakistan that financial development 

positively and significantly impact on energy consumption through economic growth channel. Shahbaz et 

al., (2013) while incorporating financial development, trade and capital into the general growth model in 

china to test for their impact on energy use noted that, bidirectional causal relationship exist between 

financial development and energy use. This confirms financial development as an important factor of 

energy consumption. 



Aslan et al., (2014) in the Middle Eastern Countries confirmed all banking indicators positively relate to 

energy consumption in the long-run and the relationship ranges between 0.169 and 0.396. Their causality 

result confirms a one way short-run relationship between financial indicators and energy consumption, 

while in the long-run reveals a bidirectional relationship. Chang (2015) extends the work of Sardosky 

(2010) which noted a positive significant linear impact of financial development on energy consumption 

using a non-linear model in 53 countries of high income and low income countries. Chang (2015) verified 

that energy consumption increases in both income groups as their income increases via increase in their 

financial development. 

In Japan, Rafindadi and Ozturk (2016) noted that 1% change in the financial indicator exerts 24% pressure 

on electricity consumption, while 1% dynamic in the short run exerts 22% predicaments on electricity 

consumption. In Saudi Arabia, Mahalik et al. (2016) findings confirm that financial development increase 

energy consumption in the long-run. The study also verified a non-linear and inverted U-shaped relationship 

between financial development and energy consumption and a unidirectional causality running from 

financial development to energy consumption. 

Ali et al. (2015) used quarterly data between 1971Q1 and 2011Q4 to examine the nexus between financial 

development and energy consumption in Nigeria. Their findings reveal that financial development has a 

negative insignificant impact on energy consumption, while economic growth has negative significant 

impact on energy consumption. Contrary to their findings, Odusanya et al., (2016) re-examined the short-

run and long-run link between financial development and energy consumption in Nigeria, they confirmed 

a positive and significant relationship between financial development and energy consumption in the short-

run and long-run of the Nigerian economy between 1971 and 2014.  

From the empirical literature, it can be argued that the lack of consensus among the studies is as a result of 

the focus, methodology, scope and data used in each study. This study contributes to the existing study by 

considering investment as an important factor in the model of financial development and energy 

consumption nexus in Nigeria using ARDL. 

 

3. Data and Methodology 

The data used for this study is secondary in nature spanning from 1970 to 2016. The data were sourced 

from the World Development Indicators (WDI) (2016). Energy Use (kg oil equivalent per capita) is used 

to capture energy consumption, domestic credit to private sector by banks as a percentage of GDP is used 

as a proxy for financial development, Investment is  proxy as gross capital formation (% of GDP), while 

population growth rate is used to proxy for population. The data were analysed using E-views 9. The study 

followed the model of Shahbaz and Lean (2012), Coban and Topcu (2013), Islam et al. (2013), Mahalik et 

al., (2016) and Odusanya et al., (2016) to examine the relationship between financial development, 

investment and energy consumption in Nigeria. The functional form of the model is given as; 

𝐸𝐶𝑡 = 𝑓(𝐹𝐷𝑡, 𝑌𝑡 , 𝐾𝑡, 𝑃𝑂𝑃𝑡 ,∪𝑡) ---------------------------------------------- (1) 

Where EC is energy consumption proxy as energy used (kg oil equivalent per capita), FD is financial 

development proxy as domestic credit to the private sector by banks as share of GDP, Y is Gross domestic 

product measured as the growth rate of the GDP in the economy, POP is population measured as the annual 

growth rate of the population in the economy, U is the error term, while t is the time covered.  

The study further transformed all the variables in equation (1) into a Log-Linear econometrics specification 

in equation (2) below as; 

𝐼𝑛𝐸𝐶𝑡 =  𝛽0 +  𝛽1𝐹𝐷𝑡 +  𝛽2𝑌𝑡 + 𝛽3𝐾𝑡 +  𝛽4𝑃𝑂𝑃𝑡 + ∪𝑡  ------------------ (2) 

Mahalik et al. (2016) in agreement with Shahbaz et al. (2013a, b) argued that increase in credit (financial 

development) allocation to investors increase energy demand. However, as the firm expands, financial 



sector monitors the credit allocation investment decisions toward energy efficient technologies for their 

own business efficiency and environmental benefits. This implies that the relationship between financial 

development and energy consumption is inverted U-shaped if 𝛼1 > 0and 𝛼2 < 0 otherwise relationship 

would be U-shaped. 

The Auto-Regressive Distributed Lag (ARDL) approach is adopted based on its advantage on other 

econometric methods to estimate the relationship between the variables used in the study. The method is 

permitted irrespective of the order of integration of the variables at I(1), I(0), or both I(1) and I(0). This 

implies that, the variables do not necessarily need to be in the same order of integration. Also, the method 

is capable of estimating both the short-run and long-run dynamics among the variables through Bounds 

test. 

To validate the order of integration among the variables used in this study, the Augmented Dickey Fuller 

(ADF) test is employed. The ADF is used in replace of Dickey-Fuller because of it capacity to accommodate 

more complicated models with unknown orders. The long-run and the short-run model of the variables are 

therefore stated. 

In order to estimate equation (2) the conditional standard autoregressive distributed lag ARDL 

(𝑝, 𝑗1, 𝑗2, 𝑗3, 𝑗4) long run model for 𝐸𝐶𝑡 can be expressed as:  

InEC𝑡 = 𝑐0 + ∑ 𝛽1InEC𝑡−𝑖

𝑝

𝑞=1

+ ∑ 𝛽2𝐹𝐷𝑡−𝑖

𝑗1

𝑞=0

+ ∑ 𝛽3𝐺𝐷𝑃𝑡−𝑖

𝑗2

𝑞=0

+ ∑ 𝛽4POP𝑡−𝑖

𝑗3

𝑞=0

+ ∑ 𝛽5_𝐾𝑡−𝑖

𝑗4

𝑞=0

+ 𝜀𝑡 − −

− − − (3) 

The short-run dynamic parameters of the effect of financial development and investment on energy 

consumption can be obtained by estimating the specified as; 

∆𝐼𝑛EC𝑡 = ϑ + ∑ 𝜌1∆𝐼𝑛EC𝑡−𝑖

𝑝

𝑞=1

+ ∑ 𝜌2∆𝐹𝐷𝑡−𝑗

𝑗1

𝑞=1

+ ∑ 𝜌3GDP𝑡−𝑗

𝑗2

𝑞=1

+ ∑ 𝜌4∆𝑃𝑂𝑃𝑡−𝑗

𝑗3

𝑞=1

+ ∑ 𝜌5∆𝐾𝑡−𝑗

𝑗4

𝑞=1

+ 𝛿𝑒𝑐𝑚𝑖−1 + 𝜀𝑡 − −(4) 

From equations 3 and 4, 𝛽1 − 𝛽5 are the long-run multipliers of the variables. While, 𝜌1 −  𝜌5 are the short-

run multipliers of the variables, 𝑐0 𝑎𝑛𝑑 𝜗0 is the long-run and short-run intercept of the models. 𝑗1 −  𝑗4 are 

the optimal lags length of each of the variables. 

Testing for the existence of long-run cointegrating relationship, the null hypothesis of no long-run 

cointegration is stated as: 𝐻0: 𝛽1 =  𝛽2 = 𝛽3 = 𝛽4 = 𝛽5 = 0  against the alternative hypothesis of long-run 

coitegration existence stated as: 𝐻1: 𝛽1 ≠ 𝛽2 ≠ 𝛽3 ≠ 𝛽4 ≠ 𝛽5 ≠ 0. In testing for this existence, the decision 

criteria depends on the F-Statistics and the Upper and Lower Bound [I(1) and I(0)] class of the results. If 

the F-statistics is greater than the Upper bound we accept the alternative hypothesis that: a long-run 

cointegration relationship exist. If otherwise, we do not have any reason to reject the null hypothesis of no 

long-run cointegration. If the F-Statistic lies in between, then the result will be agreed inconclusive. 

 

4. Findings and Discussion 

The ADF unit root result in table 1 shows that, the variables are stationary at levels and first difference [(i.e. 

I(0) and I(1)]. GDP and K were found to be stationary at both levels and 1st difference at 10% significance 

level, while FD, POP and EC were strictly stationary at 1st difference at 10% all level of significance. This 

implies that there is present of unit root problem among the variables and validate the need for ARDL 

bounds co-integration test to verify the existence of long-run co-integration relationship among the 

variables. 



Table 1. Unit Root Test Results 

  

Level  

Variables None Intercept Trend & Intercept 

FD -0.98381 -2.68733 -2.71439 

GDP -3.88582*** -4.81095*** -5.27048*** 

K -3.02069*** -4.69158*** -3.61745** 

InEC 0.971403 -1.20076 -2.68261 

POP -0.49072 -1.91963 -3.0637 

 1st Difference  

Variables None Intercept Trend & Intercept 

FD -5.33512*** -5.25262*** -5.16812*** 

GDP -8.82119*** -8.68711*** -8.58263*** 

K -3.64005*** -3.63836** -4.08138** 

LEC -5.37495*** -5.38269*** -5.30788*** 

POP -5.1379*** -5.06908*** -4.17515*** 

Source: Author’s Computation (2018) 

Note: ***, **. * implies level of significance at 1%, 5% and 10%. 

From the result below in table 2, the bounds test reveals a long-run cointegration relationship among the 

variables F-statistics is greater than the upper and the lower bound class. The study however proceed to 

estimate the long-run and short-run dynamic relationship between financial development, investment and 

energy consumption using ARDL estimates. 

Table 2. ARDL Bounds Test 

Model Estimation F-Statistics Lower-Upper bound I(0) at 5% 

ECt/FDt/Kt/GDPt/POPt 6.81 3.47 - 4.57 

Source: Author Computation (2018) 

ARDL Estimates 

The ARDL estimate result is presented in table 3 for both short-run and long-run. It was established from 

the result that in the short-run, financial development has a negative 5% significant impact on energy 

consumption. This translates that, as financial development increase by 1unit, energy consumption 

decreases by 0.003%. Population growth rate has a positive insignificant impact on energy consumption. 

This implies that population growth rate insignificantly increase energy consumption by 0.58% in the short-

run. GDP in the short-run had an insignificant positive impact on energy consumption. That is, as GDP 

changes by 1unit, energy consumption increases insignificantly by 0.0003%. Investments also show a 

positive elastic impact on energy consumption in the short-run. The implication of this is that, energy 

consumption is favoured significantly by 0.007% by every 1unit increase in investment. The error 

correction model result also confirm strong correction ability of approximately 70% of energy consumption 

back to equilibrium in the long-run for deviations in the short-run. 

In the long-run, financial development reduces energy consumption by 0.006% at 5% significance level. 

Population growth rate has a positive elastic impact on energy consumption at 5% significance level. This 

implies that as the population growth rate increases in the long-run, more energy is consumed by 0.94%. 

Tis however confirms the Kuznet theory which argued more energy needed as population increases. GDP 

positively and insignificantly impacted on energy consumption. This implies that GDP increases energy 

consumption insignificantly by 0.0005%. Investment also in the long-run reflects a negative significant 

impact on energy consumption by 0.012% decrease for every one unit increase. 

 

Table 3. ARDL Estimation Result 



 Selected Model: ARDL(1, 1, 3, 0, 3) Variable Coefficient Prob.  

 ∆𝐹𝐷𝑡−1 -0.0022 0.0034 

  ∆𝑃𝑂𝑃𝑡−1 0.5820 0.4459 

  ∆𝑃𝑂𝑃𝑡−2 2.6091 0.2032 

  ∆𝑃𝑂𝑃𝑡−3 -1.9303 0.0362 

  ∆𝐺𝐷𝑃𝑡−1 0.0003 0.4662 

  ∆𝐾𝑡−1 0.0003 0.8946 

 ∆𝐾𝑡−2 -0.0002 0.9364 

  ∆𝐾𝑡−3 0.0063 0.0027 

  𝐸𝐶𝑀𝑡−1 -0.7038 0.0004 

  Long Run Coefficients 

  Variable Coefficient Prob.    

  𝐹𝐷𝑡 -0.0043 0.0012 

  𝑃𝑂𝑃𝑡 0.9414 0.0026 

  𝐺𝐷𝑃𝑡 0.0005 0.4538 

  𝐾𝑡 -0.0120 0.0295 

Source: Author Computation (2018) 

A diagnostic test was also carried out to test the stability of the model. The tests include Ramsey RESET 

test, Heteroscedasticity test, and Serial Correlation LM test. The results are presented in table 4. Ramsey 

Reset test confirms that the model is well specified, Serial Correlation result shows that there is no problem 

of serial correlation among the variables and the Heteroscedasticity test validates the absence of 

heteroscedaticity problem in the model. (The decisions are validated by the F-statistics and Probability 

values, which are greater than 10% level of significance). 

 

Table 4. Diagnostic Test 

Ramsey Reset Test    

F-statistic 0.1781 Prob(1, 17)     0.6783  

Serial Correlation LM Test   

F-statistic 0.2057 Prob. F(2, 16) 0.8162 

Heteroscedasticity Test   

F-statistic 0.3093 Prob. F(1, 29) 0.5823 

Source: Author(s) computation (2017) 

 

Discussion of Findings 

Financial development showed a negative link with energy consumption both in the long-run and short-

run. This implies that the credit available to investors in the Nigerian environment is significantly and 

sufficiently not tailored towards oil related energy consumption. This could be traced to the exposure of the 

economy to volatility in the price of oil which affects the refined oil products imported. The result deviates 

from the findings of Odusanya et al. (2016), but supports the findings of Ali et al. (2015) that the relationship 

is negative, but significant. 

Population growth rate show different signs in the short-run and long-run. In the short-run, the result shows 

a negative link with energy consumption. The implication of this in the Nigerian environment is that at the 

early stage of population growth, the traditional source of energy is still considered, as majority could not 

access the oil refined products as it is expensive and not too close to the people. However, in the long-run, 

positive link was revealed between population growth rate and energy consumption. This implies that, the 

economy’s population is considering more of oil related energy for consumption as it is the most available 

as an alternative to meet the increasing energy need in the Nigerian economy. 



Gross Domestic Product (GDP) positively impact on energy consumption in the short-run and long-run. 

This confirms the Kuznets curve theory that as growth increases, energy consumption also increase. 

Therefore, the study confirms the reality of Kuznet in the Nigerian environment. 

Investment proxied as gross capital formation shows different sign effect on energy consumption in the 

short-run and long-run. Investment has a positive link in the short-run. This implies that investment in the 

short-run is demands for more energy which may call for sectorial energy policy review, while in the long-

run, investment reduces oil related energy consumption. This can be traced to new developments in the 

energy sector towards renewable energy sources which is enhancing energy diversification. 

 

5. Summary and Conclusion 

The focuses on the link between financial development, investment and energy consumption in Nigeria 

between 1981 and 2015. The Auto-regressive distributed lag (ARDL) econometric technique was used to 

estimate the long-run and short-run impact of financial development and investment nexus with energy 

consumption. It was observed that financial development impacted negatively and significantly on energy 

consumption both in the long-run and short-run. Population growth rate has a positive impact on energy 

consumption in the short-run, while in the long-run negatively impacted on energy consumption. GDP has 

a positive impact both in the short-run and long-run. Investment has a positive impact in the short-run and 

a negative impact in the long-run. 

The study therefore concludes that financial development and investment is an important determinant factor 

of energy consumption as they show a significant nexus with energy consumption in the short-run and long-

run. The study also concludes that the Kuznet curve is real in the economy of Nigeria. From the findings, 

the study recommends that more attention should be given to credits available to the financial sector on 

energy issues in order to meet the increasing demand of energy. 

The study can be further researched on by reconsidering financial development and energy consumption 

nexus model in economies that have similar level of development record with Nigeria in Africa and other 

continents. This can be done to validate the proposition of this study if it is the same with other similar 

countries. A major constraint in this study is the time frame of the data available. 
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Human Capital in the Sub Saharan African Countries: Productivity
and the Policy Implications

Akinola Gbenga Wilfred1, Josue Mbonigaba2

Abstract: This paper investigates the contribution of higher education human capital to productivity
in Sub-Saharan African (SSA) countries by measuring higher education human capital in two
variables: higher education enrolment (HEE) and higher education graduations (HEG). The paper
analysesa panel data of 30 SSAcountries for the period 1980 -2015 using, a fixed effect Least Square
Dummy Variable (LSDV) model, and a System Generalized Methods of Moments (GMM) modelto
verify empirically the claim that higher education human capital improves productivity in SSA. It is
found that the impact of higher education (both HEE and HEG) on total factor productivity (TFP) in
sub-Saharan Africa is mixed as it is positive for HEE and negative for HEG. The results on the impact
of HEG suggest that higher education sector suffers from inadequate human capital that might not be
put to use for productive purposes. These results imply that the higher education in SSA needs to
target skills that are more appropriate to the economies in these countries.

Keywords: Human Capital; Productivity; Sub Saharan Africa; Higher Education Enrolment. Higher
education graduations
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1. Introduction
Between 1980 and 2000, sub-Saharan African (SSA) countries witnessed low
economic growth, low productivity and low higher education enrolment (HEE)
(Glewwe, Maiga & Zheng, 2014). The SSA region covers a large portion (22
million sq. km) of the African continent. It is larger than China (9.3 million square
km), India (2.97 square km) and the United States of America (USA) (9.1 square
km) and it is five times bigger than the 28 nations in the European Union (CIA
2017, World Map, 2017). The SSA population is estimated at more than 930
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million, twice that of the European Union. While this population profile should
give the SSA region a competitive edge, the evidence of low productivity is a cause
of concern (Bloom, Canning, Chan & Luca, 2014). With human capital being
crucialin the production processes, policies to increase productivity in SSA can be
informed by the evidence on theeffects ofhigher education human capital on
productivity in this region (Olamosu & Andy, 2015).

Evidence in SSA suggests that poor human capital formation and low productivity
levels area result of little progress made in raising the levels of education in general
and the levels of higher education in particular (Glewwe et al., 2014). These low
levels might have in turn been detrimental to the formation of higher education
human capital. Given the role higher education human capital is expected to play in
productivity enhancement, it follows that the SSA region is unlikely to compete
globally in innovation, technology and productivity unless higher education
policies are reviewed to enhance the effects of education on productivity
(Adewunmi, 2011). In spite of the need for policies on higher education to make it
more relevant to productivity needs of the region, there has not been sufficient
investigation to this effect.

Based on this background, there is a need to examine the role higher education
human capital plays on productivity in the region, specifically the role of HEE and
HEG. The claim put forward in this paper is that HEE and HEG increase
productivity in SSA. However, subjecting this claim to empirical investigations, it
turns out to be supported partly by the evidence, pointing out to a need to review
higher education policies in this region

This paper is organized as follows: the next section discusses the literature, section
3 presents the methodology employed, section 4 presents the results and concludes
the study.

2. Literature Review

2.1. Theoretical Foundation
The main argument in this paper is that higher education human capital (HEE and
HEG) is expected to contribute to productivity in SSA. This expectation arises
from the fact that higher education equips people with required skills in order to be
more productive and to use other factors of production more efficiently. The
investigation around this argument in SSA is however necessary because there has
been mixed evidence around theoretical predictions in line with this logic.

The main theory predicating the role of higher education (HEE and HEG) on
productivity is the human capital theory. Human capital theory originates from the
1950s’ difficulties in explaining productivity and economic growth in the US
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Economy. In his seminal work on human capital theory, Becker (1962) challenged
the conventional understanding at the time that physical capital was the
predominant factor behind growth in productivity in the US economy. Becker
(1962) contended that human capital was instead the main factor explaining growth
in productivity at the time.

In essence Becker (1962)’s theory explains that human capital, through education,
enhances productivity. One of the implied theoretical foundations of Becker
(1962)’ theory is the role human capital plays in total factor productivity (TFP).
Defined as the additional output in an economy that cannot be explained by
employed factors of productions, TFP is explained indirectly by many human
capital and growth theories. The common formulations of these theories is that
human capital plays a principal role not only in increasing the productivity of
labour itself but also the productivity of other factors of productions. In this
perspective, Becker (1962) explains this role by acknowledging that, the extent to
which individuals learn new skills and perfect old ones for productive purposes
depends on human capital which enhances productivity of labour and other factors
of production. Furthermore, De la Fuente (2002) states that models of human
capital and productivity are built on the hypothesis that the knowledge and skills
embodied in human capital directly raise productivity and increase an economy's
ability to develop and adopt new technologies

Consistent with the prediction of Becker (1962), Mankiw et al. (1990) evaluated
the predictions of Sollow (1956) 'sgrowth model andindicated that human capital
omission in the model was the underlying reaons for its unrealistic predictions.
Solow(1965) growth modelshad put forward the capital accumulation, labour,
population grwoth and producitivtyy as factos explaining growth. The model had
explained that the level of savings and pupulation growth determined the level of
producitivty and income per capita. Specifically higher popualtion growth reduced
producvity/ income per capita and higher levels of savings increaased producivitiy/
aincome per capita. In essence, the model's predictions were correct in terms of the
directionsof the effectspopulation growoth and savings on income per capitabut not
on the maginitues. In other words, one would find countries with comparable
increase in population growth, other things remaining the same, having different
levels of reduction in income per capita (different steady states). Augmenting the
model by inclusion of human capital, Mankiw (1990) modelbrought
aboutpredictions that were closerto word realities. This enahancedthe
understanding of the role human capital plays enhacingin productivity.

Other theories and models focused on the mechanisms through which human
capital contribute to productivity. One of the models in this line of thinking was
Lucas (1988), who postulated that when human capital is put to use, a fraction of it
contributes directly to productivity of labour whilst another contributes to the
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accumulation of future human capital. Similarly, Mankiw, Romer and Weil (1992)
observed that the accumulation of human capital could increase the productivity of
other factors and thereby raise productivity growth.

In these models education has been the main channel through which efficient use
of labour and other factors could lead to higher productivity. In this perspective,
the signalling theory of Spencer (1973) is worth noting. This theory explains that
the higher the person is educated, the lower the cost of acquiring education.
According to the theory, the easiness of accumulating educational skills signals
also the ability with which the person acquires job level skills, and commits to
innovation and technology. Other literature’s realisation that a more educated
labour force innovate at a faster rate (Spiegel, 1994; Chevalier, Harmon, Walker &
Zhu, 2004; Chevalier, Harmon, Walker & Zhu, 2004) support the insinuationsof
theoretical models that that individuals with higher education are more productive.

In summary, human capital theoretical models are premised on the postulation that
the embodiment of skills and knowledge acquisition in human capital directly
raises productivity, lead to the adoption of new technologies, and results in
improved productivity and economic performance. The empirical analyses on these
theoretical predictions have however resulted in mixed evidence.1 In particular the
evidence in SSA has not been consistent with theoretical models (De la Fuente,
2002).The results reported in some studies have led scholars to question the
functional role played by education in the productivity processes. Some of their
findings are highlighted in the next section.

2.2. Empirical Studies
Empirical analyses related to this paper consist of studies that evaluated the effect
of human capital on productivity or on economic growth. These studies can be
classified according to their thematic focus and geographic coverage. One of the
studies that covered broad geographical areas was a study by Miller & Updadyay
(2002). In this study, TFP was evaluated by grouping countries according to
different levels of development. The focus was to assess whether the level
openness and human capital accumulation promote productivity of the factors of
production and economic growth (Miller & Upadhyay, 2002) Using the Cob-
Douglas production function specifications for a 30-year panel for 83 countries
representing all regions of the world and all income groups, the study compared
labour and capital elasticity of output per worker across each of several income and
geographic groups, finding significant differences in TFP across countries, income
and regional groups. Assessing the determinants of TFP that included, among
many others, human capital, openness, and distortion of domestic prices relative to
world prices, the study concluded that, a policy of outward orientation may or may

1 See (Pritchett, 2001; Gyimah-Brempong et al., 2006 for instance).
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not promote growth in specific country groups, even if geared to reduce price
distortion and increase openness. The study further concluded that human capital
plays a smaller role in enhancing growth through TFP.

A similar study covering developed and developing countries focused on
evaluating the extent of the effect technology and other effects on TFP. Using a
two -step approach, the study estimated TFP arising from education and health
using the Cobb-Douglas production function in the first step; and analyzed the
determinants of TFP by paying special attention to indicators of health, in the
second step. The panel data used in the analysis covered the period 1990-210 for
37 developed and developing economies. Life expectancy and average years of
schooling were used as health and education indicators, respectively. The fixed and
random effects approaches were adopted as the estimating technique. The outcome
of the research suggested that both health and education had a positive, significant
and robust impact on TFP. The evidence highlighted the importance of improving
health and education through policy implementation so as to ensure long-run
sustainable economic growth. Likewise, a study by Baier, Dwyer, and Tamura
(2006), spanning 145 countries across the world, used the growth accounting
framework to compare the growth in output per worker and growth in physical and
human capital. Assuming a constant return to scale, the study estimated the implied
growth of output per worker from the growth of physical and human capital.
Furthermore, in order to understand, the effects of physical and human capital on
unexplained growth, the study estimated the difference between the output growth
implied by a constant return to scale and the actual growth in output (the difference
being TFP) The findings were that the weighted average TFP from human capital
and physical capital accounted only for 14% of the growth in output per worker
with the rest (8%) being explained by the productivity of these factors of
production. Reporting these findings by region, the study found that TFP
contributed to growth of output per worker by 34% in Western countries, 26% in
Southern Europe and 26% in newly industrialized countries. In contrast, for
countries in SSA and in East Asia, TPF contributed negatively to growth of output
per worker, suggesting that more than just technology explained the growth of TFP
in these countries.

In the Organization for Economic Cooperation and Development (OECD)
countries, De la Feunte (2011) examined the effects of human capital on
productivity among some OECD countries. Using average years of schooling as a
proxy for human capital and biennial data in the period 1965-1995 as well as
linking the Cobb-Douglas production function to the technical progress function,
the paper found that human capital had a large and positive coefficient value. The
coefficient for Spain was higher than that of other OECD countries under
investigation. The productivity share of human capital for Spain accounted for a
40% productivity gap and 30% for other OECD countries
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In SSA, Omitogun, Osoba and Tella (2016) examined the interactive impacts of the
nexus between human capital investment components and economic growth in
Nigeria for the period of 1986-2014. The study indicated that although much of the
research work had focused on the relationship between economic growth and
human capital across the globe, there was a gap in knowledge on the joint influence
of human capital investment components on economic growth, especially in
Nigeria. The study further engaged secondary annual data on education
expenditure; real gross domestic product; health expenditure; and gross capital
formation extracted from the Central Bank Statistical bulletin. Using a Fully
Modified Ordinary Least Squares (FMOLS) technique, the study found that that
that there was a significant and positive relationship between the interactive
impacts of human capital components and growth in Nigeria. The second study
conducted in Nigeria was by Babasanya, Oseni and Subair (2018) who examined
the effects of human capital development on poverty alleviation in Nigeria over the
last twenty seven years (1990-2017). The findings from the outcome of the result
obtained was expected to help foresee the possibility of investment expenditure in
human capital to maximize the prospects of achieving Sustainable Development
Goals (SDGs) objectives by 2030. From the standard Cobb-Douglas production
function and Solow’s neo-classical growth theory, the study adopted a log-linear
regression model that was sequentially formulated. The prevailing effects of
poverty rate as a percentage of total population was regressed on real government
expenditures, health, education as well as the unemployment rate. The outcome of
the estimated model indicated that real government expenditure, unemployment
rate education had all significantly impacts on the prevalence of poverty in Nigeria.
The third study conducted in Nigeria was byNachega and Fontaine (2006) who
examined the factors that determine growth in TFP between 1963 and 2003. The
emphasis in this research was the investigation of economic trend of event and
their empirical implications on output with special interest on the sources of growth
in aggregate outputs and the TFP determinants. Adapting the growth accounting
framework to the Cobb-Douglass model, the analysis showed that the decrease in
output per capita over the sample period was caused by negative TFP growth for
physical capital per capita. Sound macroeconomic policies, supported by official
development assistance and structural reforms, were found to be the key to raising
TFP growth.
The above-reviewed literature suggests that there has not been sufficient studies
evaluating the role of human capital on productivity in SSA as block. So this study
contribute to the literature in twofold. First none of the studies conducted focused
on the productivity of higher education human capital. Most studies have to date
been focusing on the role of human capital on economic growth or on poverty and
these studies have been mainly on one country in SSA. The other study we are
aware of notably Glewwe et al, (2014) evaluated the role of education on
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productivity more generally. The only study that was closely related to one
reported in this paper was a study by Agree, Eliab & Joseph, (2010). While this
study investigated the effect of human capital on labour productivity in SSA, it
focused analysis at a firm level by investigating producutity of human capital
across manufacturing firms in only three of the 46 countries in the SSA region
notably Uganda, Kenya and Tanzania. While the evidence was that skilled workers
and more educated worker had had the most significant impact on manufacturing
productivity in these countries, these evidence cannot apply to the effect of higher
education human capital on productivity. Second, none of the studies distinguished,
as this paper does, the effects on productivity from the higher education enrolment
point of view and graduations point of view.

3. Methodology
3.1. Model Specification
As is the case in the literature, the Cobb-Douglas production function is the model
adopted to investigate the role of higher education human capital on productivity.
The study follows closely the De la Feunte (2011) and Pritchett (2001). The central
concern in this paper is to view human capital from the perspective of HEE and
HEG, and how these independent variables affect the growth of the economy via
TFP.

Taking the augmented type of Cobb-Douglas production function from Fuente
(2011) in which:

Yit =Ait Kit
αkHit

αhLit
αl (3.1)

Where Yit = Total output in a given country i at time t.

Lit = Employment level, Kit= Physical stock. Hit is the stock of human capital, and
is disaggregated such that Hit= (HEEit+HEGit). HEE is enrolment in higher
education and HEG is higher education graduates. Elasticity with respect to the
stock of the various factors is measured through the coefficient αi (with I =k,h,l).

First, we define productivity as follows: Per capita production function relates
average labour productivity to average schooling and to the stock of capital per
worker such that outputs per worker = Q=Y/L, and stock of capital per
worker=Z=K/L, stock of human capital per worker= W= H/L by dividing equation
(3.1) .1 through by total employment L yields:

Qit= AZit
αz Wit

αw (3.2)

To provide for TFP, the new Cobb-Douglas function is in the form:

Yit =Ait Kit
αk HEEit

αheeHEGαhegLit
αl (3.3)
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With constant return to scale (αk+αhee+αheg+αl =1), linear equation level is
produced by taking the logs and we can assume a growth rate of y= dln (Y/L) dt,
which relates the annual percentage growth of output per worker to the growth of
physical capital per worker and educational capital per worker. We introduce μit, to
capture the unexplained phenomenon (random shock) which was not captured in
the adjustment process.

This leads to:

Yit =ait +αk(kit)+αhee(HEE)it+αheg(HEG)it– μit (3.4)

Since ait is the accounting residual growth known as TFP.

Ait=Yit-αk(Kit)-αhee(HEEit)-αheg(HEGit) –μit (3.5)

In order to build a dynamic model into the system for TFP, we introduce the lag of
dependent variable to the right-hand side:

Ait=Yit– Ait-1– αk(Kit)– αhee(HEEit) – αheg(HEGit) –μit (3.6)

3.2. Estimating Technique
Basically, models in panel data can be put in two categories: The first is the static
panel model and the other is the dynamics panel model (Bai, 2009). The two static
panel models identified in the literature are the within group panel fixed effect and
the least square dummy variable (LSDV) which is an extension of fixed effect and
random effects (Rowland & Torres, 2004).

The use of fixed effect has been largely supported in the literature because of its
ability to produce a consistent estimator (Blundell, Bond & Windmeijer, 2001).
GMM)

To account for the dynamic nature of our model and in order to control for the
endogeneity problem, GMM is adopted in the method of estimation. Dynamic
panel models have been identified as a technique to improve the performance of
the estimators in panel data analysis. This approach was popularized by Arellano
and Bond (1991). According to Oyedokun, Folly, and Chowdhury (2009), when a
static specification of the fixed effects model is joined with autoregressive
coefficients, which is the lagged value of the dependent variable, it allows feedback
from past or current shocks to the current value of the dependent variable. This
method of specification is known as GMM. The dynamic specification removes the
temporal autocorrelation in the residuals and prevents a spurious regression being
run, which may lead to inconsistent estimators. The GMM model that describes the
relationship among education enrolment, education graduates and productivity in
SSA countries is specified as follows

ita itititititit heoheeka    4433221 (3.7)
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Equation (4.11) is the modified form of the representation of equation (4.10) in
dynamic panel data form with the addition of the lagged value of the dependent
variable. Consequently, by taking the first difference of equation (4.11), we obtain
equation (4.12) as follows:

Δ ita ititititit heoheeka    44332211 (3.8)

In order to avoid possible correlation between and , an instrumental
variable Z that will not be correlated with both is obtained through matrix
transposition of the explanatory variable. Equation (4.12) is multiplied in vector
form by Z leading to:

ZΔ ity itititit ZxZaZaZ    ')(')('' 11 (3.9)

Estimating equation (3.9) using the generalized least square (GLS) yields one-step
consistent GMM estimators. However, the additional input to the approach used by
Arellano and Bond (1991) evolved over the years and was developed by Blundell
et al. (2001). It is referred to as system-GMM (SYS-GMM). The difference
between this approach and GMM is that SYS-GMM exercises more precaution in
the usage of the instrumental variables. It was developed to tackle the problem of
possible weak instrumental variables, which may occur in GMM. Therefore, SYS-
GMM is expected to yield more consistent and efficient parameter estimates,
especially in the event of larger time periods; hence, the preference for SYS-GMM
in this paper.

3.3. Data and Variables
This paper adopts panel data for 30 countries for the period 1981-2015 to estimate
the paper’s models. The paper first estimated the Cobb-Douglas production
function in order to achieve the objectives of the paper. The variables and data for
production function are real GDP per worker, higher education (both enrolment
and graduates), real capital stock per worker and labor force.

Real output per worker: The conventional dependent variable in the Cobb-Douglas
production function is the real output per worker. The paper applied real GDP in
US dollars at constant prices (2000) by adopting Penn World Table 9.0 data from
1980-2015. It is divided by labour force to obtain real output per worker.

Capital enters the production process with labour to produce units of output. It is
the tangible object that aids better performance of productive activity. In the Cobb-
Douglas production function, capital stock per worker is an independent variable.
The capital stock data is readily available for most of the countries in the SSA
region, to calculate the capital stock for the time-period covering 1980-2015.

In the context of this paper, TFP is the dependent variable. TFP is of great
importance in accounting for economic growth, economic fluctuations and
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differences in cross-country per capita income. When considering frequencies in
the business cycle, TFP always correlates with output and hours worked. In the
new growth theory, human capital levels affect productivity growth. Productivity
growth measurement is required to trace technical change in an economy. We
follow literature to measure TFP as the residual of labour and capital in the Cob
Douglas model.

HEE and HEG are two independent variables that proxy human capital. In the
context of this paper, it is believed that HEE is an important determinant of human
capital, and while not all that enroll for higher education eventually graduate, the
process of human capital has begun. The paper aimed to establish if the two human
capital variables independently impact on TFP. This is because the differences in
the macro-economic variables could possibly account for the dropout rates higher
education among the countries under investigation.

3.4. Data Sources

The data for HEG and HEE are available in Baro and Lee’s (1950-2010) data sets
for the period 1980-2010 while the data to cover the period 2015 are available in
the new version of Baro and Lee’s (2015-2040) data sets. The two columns
referred to as “tertiary total” and “tertiary completed” under tertiary in Baro and
Lee’s data sets are referred to as HEE and HEG, respectively, in this paper. Data on
real GDP, capital stock, and employment rates are adopted from the Penn World
Table 9.0 for 1980-2015. The paper adopts a similar approach to data selection as
that developed by Tang et al. (2008). Data from the Penn World Tables are annual
data while those from the Barro and Lee dataset (1950-2010 and 2015-2040) are in
five-year averages. To gain the degree of freedom required for the data, data on
HEE and HEG from the Barro and Lee dataset were interpolated from e-view 9.5.

4. Empirical Analysis
4.1. Pre-Estimation Test
4.1.1. The Panel Unit Root Results
The presence of unit roots in economic models has theoretical implications, which
often leads to spurious regression analysis. This research followed that of other
researchers to determine the true nature of the variables. We check for the presence
of unit roots because certain variables tend to exhibit certain characteristics such as
finite variance and mean reversion. This paper therefore tested for the stationarity
(unit roots) of variables using a robust version of Levin, Lin and Chu (LLC), Im,
Pesaran and Shin (IPS) and Augmented Dickey-Fuller Test (ADF) at the individual
intercept. Various approaches were adopted for the test to ensure consistency and
in order to compare and validate the results (Moon, Perron, & Phillips, 2007). The
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results confirmed that all the variables were non-stationary at I (0), except TFP
which when converted, were all made stationary after first differencing. The results
are shown in the table 1 below. All the P-values are shown at 1% level of
significance.

Table 1. Levin, Lin and Shu, Im Pesaran & and ADF-Fisher Chi-square Panel Unit
Root Results

Variables Levin, Lin and Shu Im Pesaran & Shin ADF- Fisher Chi- square

P-value Order of
Integration

P-value Order of
Integration

P-value Order of
Integration

LOGCK 0.0310 I(1) 0.0048 I(1) 0.0114 I(1)
TFP 0.0016 I(0) 0.0805 I(0) 0.0025 I(0)
EMR 0.1079 I(1) 0.0000 I(1) 0.0000 I(1)
HEE 0.0000 I(1) 0.0000 I(1) 0.0000 I(1)
HEG 0.0000 I(1) 0.0000 I(1) 0.0000 I(1)
LogRGDPNA 0,0000 I(1) 0,0000 I(1) 0.0000 I(1)

Source: Author’s Computation, 2018

4.1.2. Summary Descriptive Statistics
The summary statistics of pooled observations for this paper are presented in this
section for all the variables adopted in the analysis that showcase the impacts of
HEE and its graduates on TFP among the SSA countries under investigation. The
descriptive characteristics operate around the maximum and minimum values, its
mean, standard deviation and median across variables in the panel data.

Table 2. Summary Descriptive Statistics

Variables TFP Y/L HEG HEE C/L
Mean 1.85E-09 9.024 0.030 0.056 9.522
Median -0.031 3.569 0.014 0.026 3.824
Maximum 1.535 67.381 1.330 2.600 66.131
Minimum -2.089 0.453 -0.980 -1.570 0.464
Std. Dev. 0.498 11.297 0.099 0.198 11.777
Skewness 0.212 2.017 3.265 3.969 1.942
Kurtosis 3.867 7.336 57.927 50.433 6.845
Jarque-Bera 41.892 1578.172 137682.8 104078.9 1344.159
Probability 0.000 0.000 0.000 0.000 0.000
Sum 2.00E-06 9745.841 31.945 60.715 10283.47
Sum Sq. Dev. 268.108 137708.0 10.497 42.434 149644.3
Observations 1080 1080 1080 1080 1080

Source: Author’s Computation, 2018

The series displayed in Table 2 above exhibits generally low values as all the
results tend towards the minimum rather than the maximum. Again, the standard
deviation and mean values consistently fall within the minimum rather than the
maximum range in the series. The standard deviations in most parts of the series



ISSN: 2065-0175 ŒCONOMICA

173

exhibit relatively low values, which shows that deviation of only small amount of
the actual data is obtained from their mean values.

Specifically, in the case of TFP which is the dependent variable, we found that its
maximum value is 1.534578 whereas the minimum is as low as -2.088724 with a
mean of 1.85E-09 which is closer to the minimum than the maximum. The claim is
strongly confirmed by standard deviation since it is closer to the mean. This result
substantially supports extant a priori expectations that TFP is low in the SSA
region. While the value is generally low, it indicates that TFP would grow given
policy implementation in the right direction.

Again, it is noted that the result for HEG, HEE, capital per labour (C/L) and output
per labour (Y/L) follow a similar trend as the TFP with their mean also closer to
the minimum. For instance, the mean value for HEG is 0.029579 which is closer to
the minimum of -0.98 whereas the maximum value is 1.33. A quick look at the
comparative value of its standard deviation (0.098631) indicates that it is not too
far from the mean. For all the results, the relatively low value of the standard
deviations for most of the series shows that there is only a small amount of
deviation in the actual data from their mean value. Hence in relative terms, all these
variables are fundamentally low in their contributions to TFP.

4.1.3. Correlation Matrix Analysis
To ascertain that the problem of multi-collinearity does not exist in the paper’s
estimations, this section presents the degree of association among the variables.

Table 3. Correlation Matrix Analysis
Variables TFP Y/L HEG HEE C/L

TFP 1.000 0.072 0.018 0.040 0.025
Y/L 0.072 1.000 0.056 0.040 0.997

HEG 0.018 0.057 1.000 0.947 0.051
HEE 0.040 0.040 0.947 1.000 0.035
C/L 0.025 0.997 0.051 0.035 1.000

Source: Author’s Computation, 2018

Table 3 above showcases the correlation matrix which indicates the correlation
structure among the variables adopted in this panel model. The variables exhibit
various forms of association with one another. However, the paper pays special
attention to existing associations between TFP and Y/L, HEG, HEE, C/L which are
the explanatory variables as these are the main focus of our paper.

Generally, the pairs of variables are all positively correlated, meaning that as the
level of TFP increases, the corresponding independent variables increase. Strong
correlation exceeding 0.9967 is only apparent in three variables, while all the other
variables exhibit significantly weak associations. There is a weak association
between CL, YL, HEE, HEG and TFP. The results appear to corroborate those
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obtained in the summary of statistics in Table 2. This is an interesting result as it
indicates that the variables in our estimation do not suffer from the problem of
multi-collinearity.

Having completed the descriptive and correlation analysis, the econometric
analysis is done to either confirm or refute the sketchy conclusions made under the
descriptive analysis. Consequently, the paper progresses to panel data analyses
which begin with fixed effects least squares dummy variable (LSDV) and the
findings are as shown in Table 4 below.

Using panel data analysis is justified in that it takes care of unobserved
heterogeneity. In order to explain the cause-effect relationship between the
dependent and the independent variables in detail and to show the within
variations, the paper adopted the ordinary least square, fixed effect and random
effects and Hausman test estimating techniques in the model.The Hausman test is
required for the selection of the most appropriate model. Based on the nature of the
data and the results of the Hausman test, the paper reports the results from fixed
effects (within) regression where we have 35 time series and five cross-sectional
variables. As shown in the methodology, the paper adopts only the fixed effects
analysis. This is explored in the form of within variation and LSDV.

Table 4. Ordinary Least Square regression
TFP Coefficient Corrected std. Error Z P>|z|
CL -0.303 .0128752 -23.56 0.000
YL 0.319 .013426 23.72 0.000
HEE 0.610 .192824 3.17 0.002
HEG -1.289 .3881349 -3.32 0.001
Cons 0.017 .0161608 1.08 0.279

Source: Author’s Computation, 2018

R square = 0,3477; Adjusted R-square = 0,3453; Prob>F = 0.0000; F(4,1075) =
143.24

4.1.4. Random Effects (within variation regression) Estimation Results
This section reports on the results from random effects regression among the series:
TFP as the outcome variable; CL, YL, HEE and HEG.

Table 5. Random Effects (within variation regression) Estimation Results
TFP Coeff Correc standard.Error Z P>|z|
CL -0.283 0.012 -22.90 0.000
YL 0.279 0.011 24.61 0.000
HEE 0.458 0.118 3.87 0.000
HEG -0.954 0.238 -4.00 0.000
CONS 0.180 0.065 2.77 0.000

Source: Author’s Computation, 2018
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R square = 0.4011; R.sq: within = 0.1326; Adjusted R-square = 0,345; Prob>F =
0.000

4.1.5. Fixed Effects (within variation regression) Estimation Results
The results from fixed effects regression among the series are reported in this
section: TFP as the outcome variable; CL, YL, HEE and HEG.

Table 6. Fixed Effects (within variation regression) Estimation Results.

TFP Coefficient Corrected standard Error Z P>|z|
CL -.3002846 0.013 -22.72 0.000
YL .2914905 0.012 24.59 0.000

HEE 0.450 0.117 3.84 0.000
HEG -0.939 0.237 -3.97 0.000

CONS 0.231 0.028 8.16 0.000

Source: Author’s Computation, 2018

R.sq: within = 0.4030; F(4,1046) = 176.53; R.sq: within = 0.4030; Adjusted R-
square = 0,3453

Prob>F = 0.0000

4.1.6. Hausman Test Regression
This section reports the results from the Hausman test conducted to ascertain the
more appropriate model between fixed and random effects.

Table 7. Hausman Test Regression
Variables b (fe) B (re) (b-B) difference Sqrt (diag(V_b-V_B)) S.E.
CL -0.300 -0.283 -0.017 0.005
YL 0.291 0.279 0.012 0.003
HEE 0.450 0.458 -0.007 -
HEG -0.939 -0.954 0.015 -

Source: Author’s Computation, 2018

Chi2(4) = (b-B)'[(V_b-V_B)^(-1)](b-B) =11.98, Prob>chi2 = 0.0175

Tables 5 and 6 present the outcome of our findings in the panel model under
investigation. The paper reported the results from both the fixed and random effects.
It further investigated through the Hausman test the most appropriate model and the
result shows that there is remarkable difference between the two models. From the
paper’s hypothesis testing:

Ho = Random effects model is the appropriate model to be adopted.

Ha = Fixed effects model is the appropriate model to be adopted.
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The result of Hausman test indicates that we do not accept the null hypothesis (Ho);
we reject the null hypothesis and accept the alternative hypothesis, and hence, we
accept the fixed effects model as the appropriate model. The adoption of this model
is premised on the fact that it can handle the heterogeneity effect that may influence
the outcome of our findings. In a fixed effects model, all the variables, namely,
capital stock per worker, output per worker, HEE and its graduates are statistically
significant. Again, output per worker and HEE are all positively signed in the models
while capital per worker and HEG are negatively signed. The outcome of this result
suggests the nature of the relationship (that is direct or inverse) between each of the
significant variables and TFP. Hence the first step towards understanding the nature
of relationship between the explanatory variables and the TFP has been achieved. As
indicated by the results, there is a high expectation that the human capital variables
employed in this paper are likely to contribute to TFP growth among the SSA
countries under investigation. However, to establish their individual effects, the
dynamic panel model is important.

The R-square is below average in the model. This is because all the explanatory
variables account for an average of 40% variation in TFP growth among the SSA
countries under investigation. The model is tested for overall significance to
corroborate the R-square results through the F-test for fixed effect The F value of
176.53 is significantly different from zero at 1% level of confidence.

The results indicate that the model passed the overall significance test. The results
thus far also indicate that the choice of the variables adopted in this paper appears to
be appropriate.

In addition, from Table 7, it is obvious that there is an inverse relationship between
TFP per capita per worker. In a sense, this result supports the evidence from the
capital utilization theory, showing that there is underutilization of capital among the
countries under investigation because the inverse relationship can be assumed for a
situation where capital per worker in the economy is relatively low thereby inhibiting
the growth of TFP. The coefficient is statistically significant. Again, one of the two
important variables in this model is HEG which also exhibits an inverse relationship
with TFP. An increase in HEG leads to decrease in TFP, because as the SSA
countries under investigation produce more graduates, they are not put to productive
use in the economy.

The empirical literature also indicates the possible tendency of cross-sectional
dependence in panel results, and this requires an analysis of the significant
differences in the SSA countries’ intercepts test by adopting the fixed effect LSDV
shown below.

The results from fixed effects (LSDV) regression are reported in this section
among the series: TFP as the outcome variable; C/L, Y/L, HEE and HEG.



ISSN: 2065-0175 ŒCONOMICA

177

Table 8. Fixed Effects (LSDV) Estimation

TFP Coef. Std. Err. T P>|t|
Y/L 0.291 0.012 24.59 0.000
C/L -0.300 0.013 -22.72 0.000
HEE 0.451 0.117 3.84 0.000
HEG -0.939 0.237 -3.97 0.000

Countries
Benin 0.405 0.055 7.41 0.000

Botswana 1.039 0.071 14.56 0.000
Central A.Rep 0.139 0.055 2.52 0.012
Côte d'Ivoire 0.947 0.055 17.29 0.000

Cameroon 0.827 0.055 15.10 0.000
D.R. of Congo -0.076 0.055 -1.38 0.167

Congo 1.066 0.056 18.88 0.000
Gabon 1.356 0.089 15.24 0.009
Ghana 0.304 0.055 5.55 0.000

Gambia 0.581 0.079 7.31 0.000
Kenya 0.726 0.055 13.13 0.000
Liberia 0.086 0.060 1.43 0.153
Lesotho 0.480 0.069 6.95 0.000

Mali 0.870 0.055 15.91 0.000
Mozambique 0.336 0.055 6.12 0.000
Mauritania 0.915 0.075 12.16 0.000
Mauritius 1.088 0.080 13.67 0.000
Malawi 0.284 0.055 5.21 0.000
Namibia 1.163 0.082 14.17 0.000

Niger -0.156 0.055 -2.86 0.004
Rwanda 0.743 0.055 13.57 0.000
Senegal 0.495 0.055 9.07 0.000

Sierra Leone 0.794 0.055 14.47 0.000
Swaziland 1.674 0.150 11.18 0.000

Togo 0.319 0.055 5.80 0.000
Uganda 0.536 0.055 9.78 0.000

South Africa 0.976 0.056 17.42 0.000
Zambia 0.549 0.055 10.07 0.000

Zimbabwe 0.643 0.055 11.73 0.000
Cons -0.406 0.040 -10.19 0.000

Source: Author’s Computation, 2018

The results from fixed effects LSDV presented in Table 8 reveal some important
information when the findings are compared with the initial outcomes indicated in
Table 7. As noted earlier, the use of the fixed effects LSDV is justified by the need
to investigate the countries’ specific effects in the model as we allow their intercept
to vary. Again, the bias resulting from the inconsistent estimator disappears as T
becomes large with fairly large N in the LSDV model. In the paper model T=35
and N=30.The value from F statistics is 126.37 and it is statistically different from
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zero at 5% confidence level. The results also show that 28 of the intercepts
(constant inclusive) are individually statistically significant at 1% level of
significance. They show that the values of the intercept of 28 of the 30 countries
are statistically different from zero. This clearly indicates that there is a high level
of country-specific effects in our model; this can be attributed to different
countries’ leadership style, administration and philosophy on higher education
(Gujarati, 2009).

The LSDV result is an extension of the fixed effects results. The test computes the
coefficient for dummy variables as intercept or constant for all 30 countries. It also
tests their individual statistical significance. It should be noted that the first aspect
is the summary result of the fixed effects within regression. The remaining
coefficients are the constants which represents dummy variables for each country.

The LSDV results further shows that only three of the 30 countries investigated,
Niger, Rwanda and Togo, have constants that are not statistically significant. The
reasons for this effect require further investigation. The remaining 27 countries
exhibit common significant features with Burundi as the reference point. The
implication is that the cross-sectional dependence noted from this result seems to
show that the variables are behaving in the right direction and could inform our
findings and conclusions from the analysis, especially when supported by a more
robust estimating technique. It is evident that almost all the countries under
investigation share the same pattern of behavior in terms of the relationship
between TFP and the identified explanatory variables.

The value of the R-square in the LSDV is higher than the fixed effects within
variation in Table 6. The F-statistic rises significantly, confirming that the fixed
effects LSDV model is also significant. The results show that, all the explanatory
variables are statistically significant at conventional levels. For instance, the
elasticity of outputs per worker in the SSA countries under investigation is
positive, indicating a direct relationship between output per worker and TFP. This
is normal and conforms to the a priori expectation, as it is statistically significant. It
further confirms that this variable contributes to the growth of TFP in the model. A
1% increase in outputs per worker could increase TFP by 29.14%. Since this
variable is significant, if higher education can produce more graduates,
productivity would improve.

The capital per worker elasticity is negative but statistically significant meaning
that capital per worker in the SSA countries under investigation has a significant
but negative impact on TFP. The major reason is the peculiar economic situation in
the SSA countries as there is imbalance in the capital/ worker ratio, leading to an
inverse relationship with TFP. Enrolment in higher education is significant and the
coefficient is positive, indicating a direct relationship between enrolment and TFP.
Unfortunately, HEE has not received adequate attention in these countries despite
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its significant impact on productivity. A 1% increase in higher education could
considerably increase TFP by 45%. HEG in fixed effects (within) is statistically
significant and the coefficient is negative. A similar result is obtained in the LSDV
result with no variation as the coefficient is negative. From the fixed effects result,
the negative relationship between HEG and TFP leads to a decrease in TFP. This is
a clear indication that HEG are not efficiently utilized. Coupled with the LSDV
result, this means that HEG is statistically significant but the coefficient in
negative. This conflicting result could either be refuted or supported by a more
robust dynamic estimation technique.

Finally, the fixed effects LSDV results have the potential to yield a consistent
estimator when the T is large and N is also fairly large. According to Arellano and
Bond (1991), to obtain an efficient estimator in panel models, the dynamic panel
model is preferred. Consequently, we proceed to the system generalized method of
moments (SYS-GMM) (Blundell & Bond, 1998). The use of the technique is
justified by the need to paper the consistency of our results in dynamic panel
models, having determined that the results were consistent in the two previous
(although with some slight variation) fixed effects models and the size of our data
sample is large enough to accommodate the dynamic model.

4.1.7. Dynamic Panel Data Analysis
Various researchers have emphasized that, while estimates from the static panel
data might be consistent, they may not be efficient. In order to conduct an adequate
robustness check and as a follow up on the static panel data results, dynamic panel
data analysis developed byArellano and Bond (1991) and Blundell and Bond
(1998) is employed. This approach is popularly known as Systemic Generalised
Method of Moments (SYSGMM) and has been shown to produce efficient results.
Consequently, this paper estimates the dynamic panel model for the effects of HEE
and HEG on TFP to serve as a robust check for the results obtained under the static
panel models (Blundell & Bond, 1998; Uzawa, 1965). The results from the
dynamic panel data analysis are presented in Table 9.

The results presented in Table 9 exhibit a slight variation from the initial results
obtained from the static panel model of fixed effects least square dummy variables
model only in the negative constant. They show no variation in terms of the effects
of the nature of the relationship between HEE and HEG on TFP or the significance
of each determinant although there are some slight dissimilarities. Notwithstanding
this, the dynamic panel SYSGMM offers consistent and robust results to
corroborate the paper’s other results. Efforts are made to explain those areas with
slight differences from what was obtained under the static panel models.

Firstly, the signs of the variables coefficients indicate no variations; for instance, in
both the static and dynamic models, output per worker and capital per worker have
similar signs of coefficients; while output per worker is positively signed, capital
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per worker is not. The same condition holds in the case of HEE and HEG.
Enrolment is positively signed in both the static model and the dynamic model.
HEG is negatively signed in the static and SYSGMM models. The additional
information in system GMM is the significant and positive relationship flowing
from the lag of TFP to its dependent variable, indicating that there is consistent
relationship from the past period of TFP to the present.

Table 9. Results from System GMM Regression

Group variable: id Number of obs= 1050
Time variable: year Number of groups = 30

Number of instruments = 24 Obs per group: min = 35
Wald chi2(5) = 12306.39 avg = 35.00

Prob> chi2 = 0.000 max = 35
Variables Coeff Correc std.Err Z P>|z| [95% Conf. Interval]
TFP
L1. 0.860 .0555 55.34 0.000 0.901 0.967
CL -0.075 .0126 -2.10 0.036 -0.051 -0.002
YL 0.089 .0144 2.12 0.034 0.002 0.059
HEE 0.142 0.022 3.99 0.000 0.044 0.131
HEG -0.332 0.050 -3.45 0.001 -0.271 -0.074
Cons -0.084 0.011 -3.06 0.002 -.053 -0.012

Source: Author’s Computation, 2018

4.1.8. Analysis of Findings
The results of SYS-GMM in Table 9 strongly confirm our claims from the previous
estimated models. This clearly indicates consistency of our results among the
various models estimated. Indeed, the dynamic panel model strongly supported this
claim and we obtained statistical significance at 1% level in the fixed, LSDV and
SYSTEM GMM. Fixed effects within group estimation, fixed effects LSDV and
the dynamic SYS-GMM model all exhibit similar direction in coefficients’ signs in
all the models and the SYS-GMM results, which according to the literature
produce the most reliable parameter estimates, confirm the statistical significance
of all the parameter coefficients.

Output per worker and HEE are significant and positively related to TFP. This
result is expected as it conforms to the a priori expectation and is in line with
human capital theory which is the basis of this research. This indicates that the
higher the output per worker and HEE in the SSA region, the stronger the effects
on TFP growth. This corroborates the computed average TFP graph in Figures 2.4-
2.10 with a mix of weak and negative TFP. Taking the state of output per worker
and HEE among SSA countries into consideration, this result is a true reflection of
the region’s productivity condition. The implication is that HEE could positively
influence TFP in the 30 SSA countries if policies are adopted to create a
productivity-friendly environment for young graduates. Again, outputs per worker
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which exhibits the expected positive relationship with TFP means that HEE could
combine with outputs per unit of labour to generate increased productivity effects.

Again, HEG and capital per worker consistently exhibit a negative significant
relationship with TFP. The result for capital per worker and HEG negates the a
priori expectation and the extant human capital theory; however, it is strongly
supported by the screening hypothesis. Although unexpected, this appears to reflect
the true SSA condition. For instance, the coefficient of HEG under systemic GMM
is -.3319098. This implies that a unit rise in HEG will lead to an approximate
33.19% decrease in TFP in the SSA countries under investigation if graduates are
not put to efficient use. As confirmed in the literature, negative economic activities
that are not accounted for in national accounting could hamper the growth of TFP,
since they do not substantively contribute to the economy. The only difference in
the results obtained from all the models lies in the significance of the parameter
estimates and constant.

4.1.9. Inferences, Comparison with Previous Empirical Studies and Discussion
of the Findings
In this paper the impacts of higher education (both HEE and HEG) on TFP appear
mixed. Higher education human capital proxied by enrollment and graduates
consistently shows negative and positive signs in both methods of estimation. The
human capital effects on TFP among the SSA countries flow from positive to
negative as the regression moves from HEE to HEG. This result negates human
capital theory as we expect that it should be positively related to TFP. On the other
hand, HEG and output per worker adequately conforms to human capital theory but
negates the screening theory. The inverse relationship between capital per labour
and TFP theoretically concurs with arguments with regard to capital-labour
disaggregation. This theory suggests that technological progress is only possible
among nations with appropriate capital intensity margins, otherwise known as
capital-labour ratios. Countries with low capital-labour ratios may not benefit from
technology spillovers if innovation takes place at high capital-labour ratios, and
such ratios may thus cause them to fall behind. A retrospective look clears any
doubt about the impacts of higher education on productivity enhancement in the
SSA countries under investigation. Miller and Upadhyay (2002) recorded the
negative impact of human capital on TFP among high-income nations and positive
impacts among middle-income nations. Pritchett (2001) drew attention to the
remarkable and statistically significant negative effects of human capital on TFP
growth. Caselli and Colemans (2006) quantitative analysis clearly indicates that
higher education human capital is not a significant positive factor in determinant
TFP. As SSA countries are still primarily agro-based and hi-tech industrial
activities are at a low level, higher education should be less influential. As argued
by the literature, the existence of low HEE is evident in low TFP growth. This fact
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has been empirically supported by our models and supports the views of several
studies that used different education variables and analysis to confirm the existence
of a positive relationship between education and productivity (Artadi & Sala-i-
Martin, 2003; Diebolt, Haupert & Goldin; Mohamed, 2013). The paper consistently
confirms the negative effects of HEG on TFP as this variable is statistically
significant in the dynamic panel model and in the static models. The finding is
supported by Barro (2001) Barro and Lee (2013) and Pritchett (2001), who
concluded that education has a negative impact on TFP.

Given the results on the impact of HEG on TFP, the main concern is why HEG
does not positively influence SSA countries’ TFP.Various possible explanations
have been offered. For instance, various fields of paper at higher education level
could promote growth on condition that this is not “over-supplied” compared to a
country’s socio-economic needs. In addition, qualitative elements such as decision-
makers’ lack of willingness to embrace formal knowledge could go a long way in
explaining variations in higher education’s influence on productivity growth
among the SSA countries under investigation. The literatures notes, that the talent
held by highly educated individuals has significant effects on countries’
productivity. Ali, Egbetokun, and Memon (2016) argue that most talented people
trigger productivity in others, so that their potential advantage could be spread on a
larger scale. When such individuals establish organisations and firms, they have the
potential to grow faster through innovation. By the time they become rent seekers,
they focus on wealth and this causes productivity to decline. The choice of
occupation largely depends on employment packages, market size, to scale in each
sector and on returns on ability. Among the nations of the world, talent is rewarded
more by rent seeking than entrepreneurship, leading to stagnation. Studies have
shown that nations that produce larger numbers of engineering graduates have a
greater possibility of recording higher levels of productivity than those that
produce more law graduates. Thus, Blundell, et al (2001) conclude that the
allocation of talent determines productivity especially when a specific higher
education skill is under or over supplied in the economy, eventually leading to a
decline in graduates’ productivity. Boianovsky and Hoover (2009) also posit that
any higher education productivity effect depends on the efficiency with which
skilled labour for productive activities is allocated by labour markets as well as
whether or not higher education promotes productivity enhancement. These
arguments could explain the mixed results on the impact of higher education on
TFP. As noted earlier, the SSA countries under investigation are primarily
agriculturally-based economies with insufficient ability to accommodate the level
of higher education that its human resources require. As the industrial sector is
underdeveloped in these countries, this increases the market for the increasing
number of HEG. According to Isaksson (2009), established institutions are required
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for TFP to be positively impacted by HEG and this is a major constraint among the
SSA countries.

4.1.9.1. Test for over-Identification and Serial Correlation in the Dynamic
Panel Data
In this section we test for the validity of the instruments adopted in the paper’s
model. This is done using the Sargan test, although Roodman (2009) has
questioned the appropriateness of this test when large numbers of instruments are
involved. However, what constitutes too many instruments has not been clearly and
adequately defined (Ruud, 2000). The two most acceptable conditions for the
adoption of appropriate instrumental variables are that of their correlation to the
endogenous variable(s) and orthogonality with the error term. The given valid
moment conditions in the systemic dynamic panel data results are the means to
produce the correct results. The moment conditions’ validity can only be tested on
the condition of over-identification and this can only be tested if they are un-
identified in the model. The over-identifying restrictions validity affirms the
Sargan test’s null hypothesis.

The literature notes, that over-identification is a common problem associated with
dynamic panel data in SYSGMM. The identified problem in the regression of
system GMM is connected to the behaviour of the finite sample in the SYSTEM
GMM estimator and this finite behaviouris often affected by two major factors, the
number of moment conditions and the strength of identification (Arvanitidis,
Pavleas & Petrakos, 2009). The most recent test available in the literature for the
validity of the identification problem is the Hassen /Sagan test also known as the J
test. In a situation of weak moments asymptotic, even when the number of
instruments is large in the cross sectional regression, this test has been proven to be
valid (Kwon, 2009; Wong, 2012). In addition, the presence of autocorrelation of
serial correlation in the dynamic panel data estimates has been identified as one of
the major challenges confronting dynamic panel data estimators. The implication is
that the efficiency of SYSGMM estimators is limited (Arvanitidis et al., 2009). The
findings on the over-identification test and the test for serial correlation are
presented in Tables 11 and 12 respectively.

Table 10. Sargan test of over-identifying restrictions

H0: over-identifying restrictions are valid
chi2(18) 23.60
Prob > chi2 0.169

Source: Author’s Computation, 2018

From this result, it shows that we fail to reject the null hypothesis; therefore, over-
identifying restrictions are invalid. The implication is that the number of
instruments used in the SYSGMM estimation does not have any negative effect on
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the estimators of the SYSGMM. The closer the P-value is to one, the better; thus,
the result is adequate to establish no over-identifying restriction. Again, the number
of instruments does not exceed the number of countries. Based on the model
diagnostics, the Arellano-Bond SYSGMM estimator produces the best estimates at
AR (2). At the level of AR (1) estimation, a level of serial correlation could be
expected which is corrected at AR (2).Therefore, the level of significance may be
allowed at AR(1) but not at AR(2). Again, the number of instruments is less than
the number of groups and finally, the overall P-value is significant.

Table 11. Hansen test of over-identifying restrictions

H0: over-identifying restrictions are valid
chi2(18) 22.28

Prob> chi2 0.220

Source: Author’s Computation 2018

Table 12. Result on Serial Correlation

Arellano-Bond test for AR(1) z =-2.77 Pr > z =0.006
Arellano-Bond test for AR(2) z =-1.28 Pr > z =0.201

Source: Author’s Computation, 2018

This section addresses the concerns of policy makers and education stakeholders
with respect to higher education’s impacts on productivity from the perspective of
the productivity gap between countries with higher education and those without it,
with special emphasis on the 30 SSA countries.

Conclusion and Recommendations

The findings from these analyses show that both HEE and HEG have significant
impacts on TFP. While HEE has a positive effect on TFP, an inverse relationship
exists with HEG. Given the diagnostic checks conducted in this paper, the
robustness of our results has been established. The hypothesis that HEE and HEG
have a significant positive impact on productivity in the selected SSA countries has
been proved. The result which indicates that HEE has a positive relationship with
TFP is supported both theoretically and empirically by studies in countries across
other regions of the world. Furthermore, the inverse effect of HEG on TFP, which
seems unexpected, is a true reflection of the state of HEG in the region. The effects
of education on productivity have been extensively explored in the literature. This
paper contributes to this literature in three important ways. Firstly, we integrated
HEE and HEG in the productivity effects model. Previously, these were used
individually. This enabled us to highlight the drop-out rate as a possible factor
influencing the divergent results in the literature on the individual relationships
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between HEE and productivity and HEG and productivity. To the best of our
knowledge, this is the first paper that integrates these two concepts. Secondly, we
provide evidence to support a negative relationship between HEG and productivity,
and a positive relationship between HEE and productivity. Finally, we measured
the productivity gap of countries in the SSA region with a simple model adopted
from De la Fuente (2011) which was applied to the worldwide frontier. This has
not been previously done for the SSA region.

The major constraint in the paper was the limited availability of TFP data. We were
only able to find such data for 30 of the 46 countries in the SSA region. Using the
results to make generalized conclusions about the entire SSA region is contestable
and opens the paper to criticism. This is an unavoidable limitation to the paper.
Furthermore, efforts to compute TFP for the SSA region from the estimation of
residuals in the Cobb-Douglas production function were constrained by the HEG
variable.

Further important inferences can be drawn. The analysis revealed that the 30
countries investigated in this paper did not exhibit much variation in the
relationship between HEE, HEG and productivity. This is established from the
results of the descriptive statistics, which explicitly revealed a weak significant
country-specific effect flowing from HEE and HEG to TFP among these countries.
This analysis began with the report of descriptive summary statistics which
sketched the results from the data distribution where all the variables maintained a
positive relationship with the mean distribution of TFP, capita per worker and
outputs per worker closer to the maximum. The implication is that a high level of
consistency is displayed by the series as their standard deviation and mean values,
perpetually fall within the maximum rather than the minimum range of the value.
This shows that the growth of these variables is fairly high during the reviewed
period. On the other hand, HEE and HEG are closer to the minimum than the
maximum, meaning that these two variables are also performing well as the
comparatively low value found in the standard deviations shows that only a small
amount of deviation from their mean value is found in the actual data. These results
were corroborated by the correlation matrix where all the explanatory variables
have a weak relationship with TFP; hence, the result is free from the problem of
multi-colinearity.
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Dynamic Linkages between International Trade, Gross Fixed
Capital Formation, Total Labor Force and Economic Growth:

Empirical Evidence from Pakistan

Aaqib Qayyum1, Khalid Zaman2

Abstract: The objective of the study is to examine the long-run relationship between international
trade, gross fixed capital formation, total labor force ad economic growth in the context of Pakistan.
Although the positive association between international trade and economic growth has been widely
investigated in different economic settings, however, the findings in developing countries are still
inconclusive. This study analyzed the impact of trade openness on Pakistan’s economic growth
during a period of 1980 – 2017. The total labor force and gross fixed capital formation are served as
control variables in this study. The study employed Johansen cointegration and Granger causality test
for robust inferences. The results confirm the growth-led trade hypothesis in a given country. The
results further show a unidirectional causality running from i) trade openness to gross fixed capital
formation and ii) total labor to economic growth. The study proposed a number of policy implications
to diffuse trade openness in a given country for long-term sustained growth. The study has a novel
contribution in the existing literature by including labor and capital in the trade-growth modeling to
analyze endogenous production function, which is imperative for country’s long-term growth.

Keywords: International trade; economic growth; labor force participation rate; Gross fixed capital
formation; Johansen cointegration; Granger causality; Pakistan.
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1. Introduction
Trade openness served as a catalyst to promote international trade as it provides
ease for the growing economy by providing access to goods market, efficient
allocation of resources, improved labor force, technology transmission, and foreign
knowledge. It is evident that the countries with open trade policy can outperform in
the international market. Developing countries gain more from international trade
by the aid of advanced technology transfers (Rivera-Batiz & Romer, 1991). Trade
openness has paved a way for the economic prosperity, as they are linked with each
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other. The countries like Africa, having low performance in international trade
because of colonization unlike some oil producing nations like UAE and Saudi
Arabia. Openness to trade facilitate FDI due to which foreign country able to invest
in the host country by supplementing capital, labor productivity, technology,
infrastructure, knowledge and working environment, which ultimately boom the
economic activity in the host country. Trade openness is a driving engine that
benefits both of the trading countries (Shahbaz, 2012).

For developing country like Pakistan, which has introduced fast economic regimes
resulted in greater imports and hence faced trade balanced worsen. Thus trade
openness can be beneficial for a country as well as risky. If trade openness leads to
increase in exports then it will be benefitted and might create boom for the
economy by earning foreign exchange and foreign investment. Pakistan has not
been utilizing its domestic resources in appropriate manner and hence country
greatly depends on its foreign resources. Pakistan is facing two types of deficits,
trade deficit and domestic budget deficit (Chaudhary & Amin, 2012). Some of the
statistics of growth rate of Pakistan are presented here for the ready reference, i.e.,
Pakistan’s GDP averaged of -2.26% from year 1980 until 2017, reaching at the
highest of 4.90 in 2003 and least recorded as -8.50 in year 2008. According to the
report of World Bank, gross fixed capital formation of Pakistan was 15.21% in
2016, though it fluctuated substantially in the recent years as it increases from 1997
to 2016 with 5.6 %. Trade figure is about 36.59 % in year 1980 as it tends to
increase with up years and recorded maximum of 38.91 in the year 1990. The
number of studies found a positive relationship between trade openness and growth
(see, Dollar & Kraay 2004, Wang et al. 2004, Freund & Bolaky 2008, Das & Paul
2011, Ahmed 2000, Harrison & Hanson 1999 etc.,), which need to be examined in
this study for developing policy implications for country’s sustained growth.

The study has following sections, i.e., section 2 shows the previous literature and
their results on international trade and economic growth. Section 3 explained the
variable’s data and its sources. Section 4 presented the results and discussions.
Conclusion and policy measures discussed in section 5.

2. Literature Review
There are numerous literatures available on trade nexus and its impact on emerging
economies; similar study has been recovered in which trade growth is analyzed on
75 emerging countries by using quantile regression approach. Dufrenot et al.
(2010) found that low income countries have a high impact of trade openness on
economic growth as compared to the high income countries. These countries are
from African continent. There are some other techniques has been used to find out
the impact of trade, for example, Kim et al. (2011) applied instrumental threshold
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regression to find the trade- income relationship, which turns out to be positive
with financial development, infrastructure development and economic development
in high earning countries.

Jebran et al. (2018) studied terms of trade and their effect on Pakistan’s economic
growth, for the time period of 1980 to 2013. Traditional ARDL technique is
applied for short-term and long- term analysis. The results indicate the negative
impact of terms of trade on country’s economic growth. Bresser-Pereira& Nakano
(2002) discussed two gap models, savings gap and foreign exchange gap to
examine the growth of Latin American nations during 1990’s. According to the
study, savings gap controls the investment whereas foreign exchange gap restricts
the imported goods, raw material into the country. The study concluded that, in
order to handle trade deficit, countries should focus on exports rather than imports.
Furthermore, these countries need international aid to increase their economic
growth.

Exports leads to economic growth as it will increase investment and productivity.
According to the Keynesian theory, exports led growth, as it is a part of national
income. Exports assist the country in efficient allocation of resources, increase of
labor force, spread of technology, innovation in industry and competitiveness
among international markets (Awokuse, 2003). On the other hand, it also leads to
gain foreign exchange earnings, through importing of raw material, capital, and
technology for the domestic production, which is the key role in economic growth
(Boltho, 1996). Most of the previous research had focused on the expansion of
exports and contraction of imported goods for the growth of economy. Awokuse,
(2008) studied the impact of trade openness on economic growth by taking into
account both, export and import to find out their effectiveness. According to the
study estimates, exports solely not paved the way for economic growth, but import
can also be the engine of growth. This study reviewed economic prosperity in three
different countries, Argentina, Colombia, and Peru. The results of the study
revealed that impact of imports were stronger then exports. In some cases, there
would be reverse causality running from GDP to exports and imports.

Menyahet al. (2014) investigated the relationship between trade and growth of 21
African countries. The study used four main predictors for the analysis by applying
panel bootstrapped approach to granger causality. The study revealed that trade and
financial development had no significant impact on economic growth. Yucel
(2009) explored the impact of trade openness on the economic stability of Turkey.
The study employed traditional techniques of Johansen for co-integration and
granger causality. The study revealed that there was significant impact of trade
openness on the economic stability. Similar literature has been found in which
trade shares is used as trade openness in the growth of economy, and this relation is
found to be positive in the study of Edwards (1993). The study has explored 30
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countries during 1970-82 and revealed strong positive association between the
variables. Yanikka (2003) explored positive relationship between trade barriers and
economic growth, in developing countries.

Trade liberalization has made great contribution towards growing economy of
China and its dramatic expansion in international trade. Sun & Heshmati (2010)
proved that global trade has affecting China’s economy via market forces. The
study used 6-year panel data approach on 36 provinces of China during the period
of 2002-2007. The study supports that increasing contribution rate in the global
market helps in stimulating China’s economic growth. Expanding trade over the
globe and high-tech exports proved positive impact of trade on country’s economic
growth.

On the basis of above literature, it is concluded that impact of trade largely visible
in different economic settings, which need to be retrieved in Pakistan’s context
where high low human capital and inadequate saving and investment profile
deteriorate the terms of trade, which negatively impact on country’s economic
growth. Table 1 shows the recent strikes of literature on international trade and
economic growth across the globe.

Table 1. Recent Literature on International Trade and Economic Growth

Authors Country Time Period Results
Cetin et al. (2018) Turkey 1960-2013 TOP→CO

EG→CO2
CO2ΩEG

Suresh and Tiwari
(2018)

India 1991-2012 TOP+↔EG+

EG-→TOP-

Roudi et al. (2018) SIDS 1995-2014 TOP↔EG

Sharma et al. (2018) EU and BRICS 2000-2015 FDI↑TOP↑EG↑
Huchet‐Bourdon et al.

(2018)
169 countries 1998-2014 LQEXP↑EG↓

Note: TOP shows trade openness, EG show economic growth, CO2 shows carbon
emissions, FDI shows foreign direct investment, LQEXP shows low quality
exports, → shows unidirectional causality, ↔ shows bidirectional causality, ↑
shows increases, ↓ shows decreases, and Ω shows inverted U-shaped relationship

3. Research Methodology
3.1. Data Source
The data is collected from World Development Indicators published by World
Bank. The study used the following key variables for estimation, i.e., GDP growth
in annual percentage, labor force total, gross fixed capital formation in annual
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percentage growth, and trade openness as percentage of GDP. Figure 1 shows the
plots of level data for ready reference.
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Figure 1. Plots of Level Data

Source: World Bank (2017)

3.2. Model Specification
The study used the following equation to analyze the impact of trade openness
(denoted by TD), gross fixed capital formation (denoted by GFC), and total labor
force (denoted by LF) on Pakistan’s economic growth (denoted by GDP), i.e.,= + 1 + 2 + 3 + (1)

Where, GDP shows gross domestic product, TD shows trade openness, GFC shows
gross fixed capital formation, LF shows total labor force, ‘t’ shows time period,
and ƹ is error term.

3.3. Empirical Techniques
3.3.1. Unit Root Test
The first step in empirical analysis is to check if the variables are stationary or not.
To check unit root, the data analyzed at level and its first difference. The study
used ADF unit root test and analyzed the order of integration among the variables.
The variable that is significant at level, we considered its order of integration is
zero, i.e., I(0) variable, while one whom significant at their first difference,
considered first degree order of integration, i.e.,, I(1) variable. Thus, the order of
integration is important to select the appropriate econometric technique for robust
inferences.
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3.3.2. Johansen Cointegration Test and Granger Causality
The Johansen cointegration test been applied on the data set for the time period
1980-2017, as this test is used when all the variables are differenced stationary and
their order of integration is I(1) series. This technique has 3 main steps; first we
have to check the stationarity of variables by unit root test, after checking it, the 2nd

step is to selecting the appropriate lag order selection, which is deem important in
cointegration test. The selection of lag is according to the AIC and SBC criteria.
Then apply the Johansen cointegration test, which shows the significant trace and
max Eigen-value that confirmed the number of cointegrating equations.

3.3.3. Granger Causality Test
Finally, Granger causality testis used to analyze the cause-effect relationship
between the stated variables. The following alternative hypothesis is used to
analyze the casual relationships among the studied variables, i.e.

H1: The studied variables have bidirectional causality among the variables.

H2: The unidirectional causality running from one variable to another.

H3: The reverse causality exists among the variables, and

H4: There is no cause-effect relationship among the studied variables.

The significant F-statistics confirmed one of the four alternative hypotheses among
the variables.

4. Results and Discussion
To estimate the results, the foremost step is to find the stationary of variables
whether they are stationary or not. For this purpose we would like to choose ADF
unit root test, which found that all the selected variables have an order of
integration i.e., I(1), except GDP, which is stationary at level. Table 2 shows the
ADF unit root estimates for ready reference.

Table 2. ADF Unit Root Test Estimates

Variables At Level 1st Difference Decision
GDP -4.304

(0.001)
-7.631
(0.000)

I(0)

Gross Fixed Capital
Formation

-2.368
(0.388)

-5.368
(0.000)

I(1)

Labor Force -2.402
(0.372)

-4.027
(0.016)

I(1)

Trade Openness -2.513
(0.320)

-7.738
(0.000)

I(1)
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Note: small bracket shows probability values.

The above table of unit root estimates indicates that except GDP, all the mention
variables are stationary at first difference. The variables are checked individually at
level by using ADF test except GDP, none of the variables shows significant
results, i.e., stationary at level. So we check them at 1st difference, which give
stationary results at I(1). Although, all variables do not confirm the first difference
stationary, however, we used Johansen cointegration test due to its wide
applicability in econometric testing and for robust inferences.

To check the behavior of residuals we applied autocorrelation and
heteroskedasticity which gives information about the white noise error term. By
using Breusch-Godfrey test for autocorrelation, Table 3 shows that Obs. R-squared
value and prob. Chi-square are insignificant, which is the indication of no
heteroskedasticity and no autocorrelation exists among the residuals.

Table 3. Diagnostic Tests

Serial Correlation Test Heteroskedasticity Test
F-statistic                                      0.093 F-statistic 1.880
Obs. R-squared                             0.229 Obs. R-squared                              5.407
Prob. F (2,32)                               0.910 Prob. F (2,32)                                0.151
Prob. Chi-square 0.891 Prob. Chi-square                           0.144

Note: Residuals of the variables are said to be free from Heteroskedasticity and
autocorrelation.

Before doing further assessment for Johanson cointegration, there are some steps
which should be followed: 1st step is to scrutinizing the variables for stationarity
test, 2nd step is to selecting the lag order, this step is very important as if the lag is
not properly selected then the results would be biased. For this purpose, two
popular criteria has been applied, AIC and SBC criterion. After selecting the
maximum lag order we will proceed to check for cointegration. In this study our
lag order is 2. The results of Johanson cointegration test are presented in Table 4
and Table 5 for ready reference.

Table 4. Trace Statistics Test

No. of CE(s) Trace Stat. Critical Value at
5%

Prob. Value 5% Significance

None* 115.632 47.856 0.000 YES
At most 1* 49.664 29.797 0.000 YES
At most 2* 22.317 15.494 0.004 YES
At most 3 0.011 3.841 0.915 -

Note: *shows the significant level at 0.05 %; rejecting null hypothesis of no
cointegration.
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The results of trace statistics show that there are three cointegrating equations,
which is significant at 5 % level. After that, we analyzed Maximum Eigenvalue
Test in Table 5.

Table 5. Max-Eigenvalue Test

No. of Co-
integrating
Equations

Max-Eigenvalue
Statistic

Critical Value at
5%

Probability. Value 5% Significance

None* 65.968 27.584 0.000 YES
At most 1* 27.346 21.131 0.005 YES
At most 2* 22.306 14.264 0.002 YES
At most 3 0.011 3.841 0.915 -

*shows the significant level at 0.05 %; rejecting null hypothesis of no cointegration.

Table 4 shows the Maximum Eigen values, which further confirmed that there are
3 co-integrated vectors. This recommends that there has been a long-run
relationship among the variables and there are three common trends. Thus the two
tests confirmed the relationship among GDP, Gross fixed capital formation,
aggregate labor force and trade openness for Pakistan and they tends to move
together in long-run form 1980 to 2017.

The long-run relationship has been established through cointegration equations,
underlying Table 6 shows the normalized cointegrating coefficients, which indicate
the a priori expectation between the variables. On the basis of trace and Eigen
value tests we have obtained 3 co-integrating equations but we have select only one
cointegrating equation having desired results.

Table 6. Normalized Cointegrating Coefficients

GDP GCF LF TD
1 -4.052 -7.500 2.181
S.E 0.574 5.4E-08 0.255

The results are normalized on GDP, the sign of coefficients are to be changed so
that we can obtain normal interpretations. The equation is given below

GDP = -4.052 GCF -7.500LF +2.181 TD

The results show that trade openness has a positive relationship with GDP; while
gross fixed capital formation and total labor force have a negative impact on
Pakistan’s GDP. The results imply that due to large saving and investment gap in a
country, the gross fixed capital formation shows a negative sign on country’s
economic growth, which need to balance by appropriate economic policies. The
labor market condition is highly volatile due to low human capital ability, thus it
needs strong policy inducement to improve human capital ability by hands-on-
training, entrepreneurship abilities, and education. Trade benefit the growth of the
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economy, the country with open trade policy has greater economic opportunities.
The results show a positive impact of trade openness on Pakistan’s economic
growth, which is linked with some previous studies, i.e., Asfaw (2015), Zarra-
Nezhad  et al. (2014), Brueckner & Lederman (2015), etc. There are some contrary
studies that show a negative impact of trade openness across different countries,
i.e., Vlastou (2010), Polat et al. (2015), Were (2015), etc.

The most important thing in the short-run result is the value of ECM, which can
determine the speed of adjustment. Its value should be negative and significant.
The test of “vector error correction estimates” shows that the CointEq1 has
negative and significant value which is the indication that there is a long-run
relationship between the studied variables. Table 7 shows the speed of adjustment
which come back to the equilibrium after some time period.

Table 7. Speed of Adjustment (CointEq1)

CointEq1 D(GDP(-1)) D(GCF(-1)) D(LF(-1)) D(TD(-2))
-1.0603
(0.0513)*

0.2168
(0.6576)

0.3472
(0.5925)

1.29E-06
(0.0704)

0.7495
(0.0047)*

S.E 0.4781 0.6328 6.57E-07 0.2200

Note: *0.05% significance level, prob. values in brackets

Granger causality test results are shown in the Table 8 for ready reference. The
results confirmed the unidirectional causality running from economic growth to
trade openness to support growth led tourism hypothesis, while this relationship is
not other way around. Labor force Granger cause economic growth, while trade
openness Granger cause gross fixed capital formation. Thus this analysis gives
certain policy implications in a given country.

Table 8. Granger Causality Estimates

Independent Variables
Dependent Variables GDP GCF LF TD

GDP - 2.720
(0.605)

4.687
(0.320)

11.764
(0.019)

GCF 3.107
(0.540)

- 4.352
(0.360)

3.098
(0.541)

LF 14.824
(0.005)

1.585
(0.811)

- 7.826
(0.098)

TD 4.400
(0.354)

18.623
(0.000)

10.246
(0.036)

-

Note: small bracket shows probability values.
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5. Conclusions
The interaction between international trade and economic growth has been a great
discussion in the existing literature. The relationship between trade openness and
economic growth found to be positive or even negative in number of previous
studies. The mixed results of these studies might be of different time frame work,
political situation and country specific physiognomies. This study has explored the
interaction between international trade and Pakistan’s economic growth, over the
time period of 1980- 2017. The results confirmed the long run relationship between
trade openness and country’s economic growth. The growth-led trade hypothesis
confirmed in a given country context that argued that economic growth promotes
international trade. The study suggested some short-term, medium and the long-
term policy implications for a given country, i.e.

 Pakistan’s government required sound market regulations to improve labor
force participation rate that translates into high economic growth.

 Hands-on-training and enrolment in vocational institutes would helpful to
build human capital formation in a country.

 Develop sound financial market to regulate financial and trade activities is
imperative for long-term growth.

 Government needs to provide more stable investment that attracts foreign
investors to promote country’s economic growth.

 Pakistan should remove trade restrictions and implement such policies to
attract FDI inflows in the economy.

 Pakistan’s government needs to adjust its balance of payments to reduce
trade deficit and promote export oriented activities for broad based growth.
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