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Abstract: Objectives: the objectives of this paper were to analyse different types of risks that banks 

face, conduct in-depth analysis of the various types of bank regulatory measures, and determine 

whether there is a long run or short-run relationship between bank solvency and the implementation 

of bank regulation Prior Work this research builds up on studies about bank risk and regulation but 

include an African aspect Approach Secondary data from banks’ financial statements was used to 

calculate solvency risk using a z-score model. The results of the z-score model represented solvency 

risk and performed as the dependent variable in the study. Results Logit Regression showed that the 

z-score for South African banks cannot be used to predict whether new regulation will be 

implemented in the future. However, an ARDL model indicated that there is a long-run relationship 

between the z-score for the top five South African banks and new regulation being implemented. 

Implications This study can be used by academic researchers as a comparison to their own academic 

work Value Based on the varying results from the different methodologies implemented in this study, 

it can be recommended that more regulation needs to be implemented that specifically looks into 

increasing the solvency levels of South African banks. 
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1. Introduction 

There is no actual figure or measure set in place to determine the optimal level of 

banking regulation (Dermirguc-Kunt et al., 2008; Delis et al., 2011). As such, it is 

of concern for policymakers to choose between implementing stricter bank 

regulation or relax current regulation. Bank regulation has both desirable and non-

desirable aspects attached to it (Wilf, 2016, p. 769). For example, loose, non-
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stringent regulation results in high growth but also brings high volatility. In 

contrast, more stringent regulation, such as strict capital requirements limit the 

risk-taking behaviours of banks, which could result in credit rationing (Dawid & 

van der Hoog, 2017, p. 1208). The costs of regulation include a restriction on risk-

adjusted leverage and the benefits that come with it include cheaper-funding and 

insurance (Kim & Mangla, 2019, p. 485). On account of this, there are arguments 

for both stricter bank regulations and some for limited bank regulation (Beck et al., 

2010, p. 1665; Chava et al., 2013, p. 767; Levine et al., 2014, p. 3).  

Levine et al. (2014, p. 25) argue that bank deregulation can be used to ensure bank 

productivity, which can mean that the banking system can properly function with 

little or no regulation. Removal of some banking regulations, notably the Glass-

Steagall Act of 1932, and relaxing some regulations such as the Mcfadden Act of 

1927 in the United States (US) allowed commercial banks to grow rapidly at the 

beginning of the 1980s through to the early 2000s (DeYoung, 2010, p. 11). In 

response to this, there were various mergers and acquisitions within the US 

banking industry. In the 1980s, there were over 350 commercial bank mergers and 

acquisitions each year, 500 in the 1990s, and 300 in the early 2000s. However, 

there are some, such as (Laeven & Levine, 2009; De Haan & Klomp, 2015) who 

argue that implementing stricter banking regulations will reduce solvency risk 

within banks. 

De Haan et al. (2013:2) suggest that good regulation counteracts failures that are 

inherent to the market and creates more opportunity for the market to function 

smoothly. As a result, it is important to determine whether any change in banking 

regulation can have an impact on the profits of banks. The reason for a study in this 

field is that in the event of corporate failures there are various economic costs to 

the society including economic downturns and recessions (Johnstone et al., 2016, 

p. 3).  

In this study, a z-score measure will be used to determine if the banking regulation 

in South Africa (SA) has been favourable among the top five commercial banks in 

the country. A shock in the financial sector also affects other businesses that may 

not be in the finance area. Waterford Wedgewood, a glasswork maker, went 

bankrupt after the 2008 global financial crisis (Gepp & Kumar, 2015, p. 396). Even 

though the South African market was protected by sound financial regulation 

(Ikhide & Maredza, 2013, p. 553; Foggit et al., 2017, p. 3) during the crisis it also 

suffered the consequences with over a million jobs lost (National Treasury, 2011, 

p. 4). Based on the results that will be obtained, policy recommendations on South 

African banking regulation will be made.  

The rest of the study is organised as follows: section two will provide a literature 

review on banking regulation and risk. Then proceed to provide the measures of 

bank failures in section three, while section four provides an overview of the South 
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African Banking landscape compared to its African and global counterparts. 

Section five will include the data description and methodology, it also details the 

results and discussion thereof. Thereafter section six will conclude the study and 

also provide recommendations.  

 

2. Literature Review 

2.1. Previous Studies on Regulation and Bank Performance 

Banking regulation increases the flexibility of the financial sector so that it will not 

find itself in a strained situation (Bessis, 2017, p. 2). Additionally, banking 

regulation aims to obtain stability without sacrificing the market discipline of risky 

banks (Iyer et al., 2016, p. 2721). It is set in place to prevent bank crises as they are 

costly and affect not only the banking sector but numerous macroeconomic sectors 

(Tchana, 2008). Ultimately, bank regulation looks to provide financial stability, 

create equality amongst financial institutions, and mitigate any potential threat to 

the financial sector (Jacobs & Van Vuuren, 2014:268). Taking this into account, 

globally the banking sector is one of the most regulated and monitored sectors 

(PwC, 2019). Despite this, Demirgüc-Kunt and Detragiache (2011) could not 

identify any significant relationship between bank risk and regulation.  

Furthermore, Angkinand (2009, p. 240) studied the relationship between regulation 

and banking crises using the sample period of 1970 to 2003, and a sample size of 

35 economies. The objective was to determine whether strict banking regulations 

can reduce the effects of bank crises. The study concluded that there is no evidence 

to support bank supervision as a measure to decrease bank crises. It did, however, 

note that countries had lower cost crises if their banks provided deposit insurance 

coverage and enforced strict capital adequacy requirements. Delis et al. (2011) 

examined the relationship between regulation and the supervisory framework of 

banks from over 22 countries covering the period from 1999 to 2009. The study 

combined the Malmquist index estimates with bootstrap regression and concluded 

that there is a positive impact on bank productivity if the regulation in place 

promotes private monitoring.  

Additionally, Barth et al. (2013) conducted an unbalanced panel analysis was 

conducted on 4050 banks from the year 1999 to 2007, to determine the effects of 

banking regulation and supervision on bank efficiency. It built upon three surveys 

on banking regulation by Barth et al. (2004; 2006; 2008) to which they concluded 

that strict banking restrictions are negatively correlated with efficiency in banks. 

They also concluded that an increase in capital regulation for banks results in a 

positive increase in bank efficiency. Similarly, Pasiouras et al. (2009) studied the 

impact of regulatory and supervisory frameworks on bank efficiency using data 

from 615 commercial banks in 74 countries from 2000 to 2004. Using a stochastic 
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frontier analysis, they found that regulation on market discipline leads to an 

increase in cost- and profit efficiency.  

De Haan and Klomp (2014, p. 19) examined the effect of bank regulation and 

supervision on banking risk using data from 371 banks from non-industrialised 

countries for 2002 to 2008. Their results concluded that imposing strict banking 

regulation and supervision results in low risk for banks. However, Du Jardin et al. 

(2017:4) argued that these studies make use of accounting variables which only 

represent one aspect of insolvency prediction. To resolve this, De Haan and Klomp 

(2015) performed another study on the impact of regulation and supervision using 

z-scores on 1238 banks from 94 developed countries. They used data from the 

Bankscope of Bureau van Dijk and bank regulation and supervision surveys 

combined by Barth et al. (2004) and Barth et al. (2008) from 107 countries from 

the period of 1999 to 2008. The study concluded that the z-score measure increased 

when there was an increase in bank regulation and supervision. A low z-score 

means a relatively high level of risk whereby a high z-score means a relatively low-

risk.  

Another study done by Zeidan (2016) researched the effects of illegal financial 

activities in the US banking sector and whether or not regulation is effective in 

combating this. Using a sample of 80 US banks covering 20 years it was found that 

the enforcement of regulation on those banks did not have any effect on illegal 

banking activities. Costelllo et al. (2019) used US banks to determine if strict 

banking regulation improves financial reporting transparency. The results showed 

that regulations are important when it comes to financial reporting and even more 

so in periods before economic crises. Though much work has been done on the 

study of bank regulation and bank performance, to the best knowledge of the 

researcher, there has not been a study that looked at the relationship of regulation 

in South African banks to combat the risk of insolvency. This study will aim to fill 

this gap and share some light to policy developers on how banking regulation 

affects the solvency of South African banks. The following section will discuss 

several measures that can be used to predict whether a specific bank can fail due to 

insolvency.  

Prediction of a company failure can be traced to the 1840s when the company Dun 

and Bradstreet was incorporated to provide independent creditworthiness of 

different companies (Jayasekera, 2018, p. 207). In 1966 Beaver (1966) presented 

univariate modelling to predict distress and Altman (1968) used discriminant 

analysis two years later to develop a prediction model (Appiah, 2011, p. 39; Gepp 

& Kumar, 2015, p. 397).  

Some signals are implemented to assist in the prediction of the future financial 

situation in banks. Such signals are grouped into two measures namely market- and 

accounting-based measures (Chiaromonte et al., 2015, p. 112). These are part of 
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parametric models for bankruptcy prediction and make use of financial information 

to predict bankruptcy in banks (Mishra & Singh, 2016, p. 4). This study will make 

use of an accounting-based measure which is called the z-score. There is a higher 

level of risk-adjusted return when accounting-based models are implemented in 

bankruptcy prediction (Altman et al., 2017, p. 113). Apart from the z-score model, 

there are various other accounting-based models namely, Ohlson O-score and the 

Zmijewski X-score model (Mishra & Singh, 2016, p. 5). The difference between 

these models lies in their theoretical approaches and the information that they use 

to model bank insolvency.  

Market-based measures are an alternative to the accounting-based measures and 

counter the criticisms that surround the accounting-based measures. These types of 

measures investigate the insolvency of both individual banks and the financial 

system as a whole (Tinoco & Wilson, 2013, p. 396). Advantages of the market-

based models include the reflection of all available information in an efficient 

market; low likeliness of market variables being influenced by firms accounting 

policies and the reflection of future expected cash flows by market prices (Fu et al., 

2014, p. 65). These models have to be able to provide in-depth information that is 

not already provided by banks on a firm-level when it comes to a driver of 

systemic risk (Cai et al., 2015, p. 1405). There are a few differences between 

market and accounting based predictive models but the use of accounting models 

allows for the use of higher risk-adjusted return on credit activity (Altman et al., 

2017, p. 133).  

The following section will provide an overview of the South African banking 

sector landscape. It also covers some scandals that faced the SA banking system 

and details some information regarding bank regulation in SA.  

 

3. South African Banking Landscape 

SA has the most advanced financial market in all of the Southern African 

Development Community (SADC) and has no close competitors in this regard 

(Bara & Le Roux, 2017:400). Since the early 1990s in SA, there has also been a 

rise in the introduction of new legislation, technology, and several new participants 

in the financial sector which has contributed to an increase in competition. Evident 

of the competition is the monopolistic competitive environment that banks in the 

country operate under (Simatele, 2015, p. 833).  

In perspective, SA has 17 authorised local banks, two mutual banks, four local 

branches, two co-operatives, and 43 foreign banks (Chitamba, 2018, p. 1). The top 

five banks namely Standard Bank (SB), First National Bank, Nedbank, ABSA, and 

Capitec Bank own 90 percent of the total assets in the banking sector of SA (South 

African Reserve Bank, 2018:7). Outside investors have the highest bank ownership 
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in SA with 49 percent ownership, South African savings via mandated investment 

schemes own 34 percent, and other investors owning 17 percent (The Banking 

Association South Africa, 2017, p. 5). The US$ 5.5 billion purchase of 20 percent 

of Standard Bank by the Industrial and Commercial Bank of China is one such 

example of foreign ownership of SA banks (Ifeacho & Ngalawa, 2014:1184). The 

high number of foreign ownership indicates the likelihood that SA banks are highly 

regarded amongst their global peers.  

Moreover, the banking system is considered developed, and in the 2012/13 in the 

World Economic Forum Competitiveness Survey, SA was rated 2nd out of 144 

surveyed countries (Bany-Ariffin et al., 2015:54). The recent 2018/19 survey lists 

SA as number 29 out of 141 surveyed countries which is a drop from the 2012/13 

results (World Economic Forum, 2018). South African banks are high influencers 

in the African landscape with 42.4 percent of bank deposits, 49.9 percent of bank 

credit, 34.6 percent of net earnings, and 40.4 percent of total bank assets out of the 

top 200 African banks surveyed in 2008 (Kamarudin, & Sufian, 2016:521). This 

means that any financial shock experienced in South African markets can be felt 

across Africa and the different regions such as the Southern African Development 

Community (SADC).  

Before the 2008 global financial crisis, from 2005 to 2007, commercial banks in 

SA had an increase in bank performance measured by profitability, liquidity, and 

credit quality (Kumbirai & Webb, 2010, p. 48). The progress was halted post-2008 

due to the 2008 global financial crisis and a slowing economy. In 2011, the South 

African financial sector comprised of at least R6 trillion in assets, contributed over 

10.5 percent of the Gross Domestic Product (GDP), and 15 percent of corporate 

income tax (National Treasury, 2011, p. 2). Furthermore, over the 10 years from 

2000 to 2010, the sector grew at an annual rate of 9.1 percent which was three 

times more than the economic growth over the same period. Total banking assets to 

GDP of South African banks increased from 89.2 percent in 1999 to 136.8 percent 

in 2008 (Mlambo & Ncube, 2011, p. 6). Over the 2017/18 period the top four 

banks, excluding Capitec, had combined headline earnings of R40.4 billion which 

indicated a 12.1 percent year on year growth (PwC, 2018:4). Over the 2017/18 

financial period, an excess amount of R336.8 million was paid to the National 

Treasury by four of the top five banks, as interest from tax and loan accounts 

(National Treasury, 2018, p. 20). 

Surprisingly, there are a few controversial issues that have plagued the South 

African banking system. In 2014, African Bank Limited collapsed due to the 

issuance of multiple loans and credit cards mostly at high-interest rates for low-

income customers whilst taking in a few deposits to match the outflow of cash 

through loans and credit cards (Foggitt et al., 2017, p. 3). Similar to the cause of 

the 2008 global financial crisis, loans were granted to un-creditworthy individuals. 
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As a result, the South African Reserve Bank (SARB) provided a bailout to the 

amount of R17 billion (IMF, 2014b, p. 7). However, the regulatory environment of 

South African banks was put under the spotlight and prompted a review in 

supervisory procedures (The Banking Association South Africa, 2017:10). In 2017 

there were price-fixing allegations by 17 banks of which three were from SA 

(Moyo, 2018, p. 2). Lastly, in March 2018 Venda Building Society (VBS) was 

placed under curatorship by the SARB as a result of their imprudent banking 

practices. This meant that the executive management and board of directors of 

VBS were all replaced by management appointed by the SARB (Chipatiso & 

Kawadza, 2018, p. 39). On 29 October 2018, an application was issued to the High 

Court of SA for the liquidation of VBS (SARB, 2018b).  

In contrast, regulation in the South African banking landscape is to provide the 

establishment of principles that assist in the maintenance of effective risk 

management by banks (Government Gazzette, 2012, p. 10). Commercial banks are 

required to have cash reserve balances with the SARB which complies with the 

SARB Act of 90 of 1989 (SARB, 2017:92). In 2017 the reserve balance was below 

the required amount by R2 billion which they improved to R35.5 million below the 

required reserve in 2018 (SARB, 2018c, p. 41). SA introduced the Financial Sector 

Charter in 2004 which aimed to increased financial inclusion (The Banking 

Association South Africa, 2019). As a result, there has been an increase in financial 

inclusion in the country from 55 percent in 2005 to 85 percent in 2016 (Treasury, 

2017, p. 165). This shows that most adults in the country have access to different 

types of finance-related products from financial institutions. The following section 

discusses the methods that were used to run and interpret the chosen data.  

 

4. Methodology 

Research Design 

This study will make use of a quantitative research design to aid in examining the 

impact of banking regulation and supervision on solvency risk for South African 

banks. This research design will make use of the following analytical tools, logistic 

regression, and an Auto-Regressive Distributed Lag model (ARDL) and quantile 

regression. The main contributing factor to the use of this research design in this 

study is that the numerical data is readily available and it can be measurable.  

Data Selection and Description 

The sample will comprise of the top five South African commercial banks by 

market size. According to the South African Reserve Bank (2018), these banks 

make up 90.5 percent of the banking sector in South Africa and thus relatively 

represent the South African banking sector. These banks are Standard Bank (SB), 
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Amalgamated Banks of South Africa (ABSA), First Rand Bank, Nedbank and 

Capitec Bank.  

The data will comprise, the return on assets and capital to asset ratio which is found 

on the banks’ financial statements which are publicly available on the IRESS 

website. Therefore, secondary data will be used to calculate solvency risk using a 

z-score model. The data was published for stakeholders and shareholders of the 

banks to show the performance of the banks over time and will be used in the 

research because it fits into the z-score formula used in this study. The results of 

the z-score model will represent solvency risk and will be the dependent variable in 

the study. The period for data gathering will be from 2000 to 2017 because the 

period has data from pre-, during, and post the 2008 global financial crisis (GFC). 

Additionally, for a z-score to be calculated there needs to be at least four years’ 

worth of data from the time of the study (Smit & Swanepoel, 2016, p. 116).  

The other variables in this study will be bank regulations that were implemented in 

South Africa from 2000 to 2017. Specifically, the number of these implemented 

regulations. Government gazettes will be used as a reference for new bank 

regulations that were implemented. 

 

5. Model Specification and procedure  

To achieve the empirical objectives of this study, this study uses two different 

methods to run the chosen data. The two methods are logistic (Logit) regression 

and the Auto-Regressive Distributed Lag model (ARDL). For both models the 

Augmented Dicky-Fuller (ADF) unit root tests were conducted to determine if the 

variables are stationary. As a way to determine the probability of insolvency for 

South African banks, this study implements the z-score as a method of calculation. 

A z-score is a proxy for bank risk and indicates the standards deviation that the 

return on asset has to be before the equity runs out and a bank is deemed insolvent 

(De Haan & Klomp, 2015; Demirgüc¸-Kunt & Detragiache, 2011; Laeven & 

Levine, 2009). In both methods, the average z-scores of the chosen banks are the 

independent variables and the implementation of the new regulation is the 

independent variable.  

Secondary data obtained from the Iress data site for the seventeen years from 2000 

to 2017 was used in this study. There was no data for Capitec bank for 2000 and 

2001 due to the bank commencing its operations on the 1st of March 2001 (Capitec 

Bank, 2019). To compensate for this lack of data zeros were put in place as 

placeholders for the Return on Assets (ROA) and Capital to Asset Ratio (CAR) 

values for 2000 and 2001. The following z-score formula is used as a measure: 

 Z = (CAR + ROA) / 𝜎ROA,       (1) 
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Where CAR is the capital to assets ratio, ROA is the return on assets and 𝜎ROA 

represents the standard deviation of the return on assets (Li et al., 2017:12). Unlike 

the Altman z-score, there are no benchmarks, since this z-score is not complex and 

uses accounting information to indicate whether a bank may be nearing bankruptcy 

(Swanepoel, 2016:19). For a bank to be considered as insolvent the following 

condition needs to be present CAR + ROA ≤ 0 (Lepetit & Strobel, 2013:74). A 

high z-score value means that there is a relatively low level of bank risk and a low 

z-score means that there is a relatively high level of bank risk. Microsoft Excel was 

used to compute the individual z-scores of the five banks. 

Secondly, the study used Logit Regression to determine the probability of the 

occurrence of new regulation as a result of increased volatility. This means that it 

studied whether an increase in the z-score can be related to the introduction of new 

banking regulation. The Logit Regression presents binary outcomes, which can 

either be an occurrence or non-occurrence of an event (Sperandei, 2014). As 

previously stated a Logit Regression is a binary regression and is thus represented 

by the following the probabilities of new regulations being implemented in SA and 

is represented by the following:  

Y= {
1, if there was a new regulation

0, if there was no new regulation
 

Y is the dependent variable and the values 1 and 0 represent the implementation 

and non-occurrence of a new banking regulation respectively. These variables were 

coded in the data analysis tool, E-views 11, and the Logit Regression equation is 

presented as the following: 

𝑙n (
p

1-p
) =β

0
+β

1
X        (2) 

Where: 

(
p

1-p
) = the odds ratio; P = the introduction of new regulation; 1-P = No new 

regulation introduced; β
0
 = Coefficients; X = intercepts 

Since this will be an estimate of the probability, an estimated regression model will 

be used which is represented by the following equation 𝑙n (
P̂

1-P̂
) = b0 + b1x. All the 

variables retain their meaning with exception to the fact that they are now 

estimates. The focus of the results from this equation is on the sign and not the 

magnitude of the value obtained. Thus, if the value of the coefficient is greater than 

0, it indicates that an increase in the coefficient increases the likelihood of the 

implementation of new bank regulation. Therefore, it would mean that an increase 

in the intercept X would increase the likelihood of new regulation being passed. 
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Alternatively, if the coefficient value is less than 0 then a decrease in the intercept 

X decreases the likelihood of the passing of new regulation.  

If the values of the Logit Regression are statistically significant then the equation is 

represented as: 

ln (
P̂

1-P̂
) = 𝛼0  + 𝑏0X1 z-score+b1X2 z-score+b2X3 z-score+b3X4 z-score 

+b4X5 z-score         (3) 

Where: X1 = ABSA, X2 = Capitec, X3= First Rand, X4= Nedbank, X5= SB 

Lastly, to test whether there is a long run or short-run relationship between the 

variables, an autoregressive distributed lag model, known as the ARDL model, was 

used. The model is represented by the following equation: 

∆Yt=β
0
+ ∑ β

i
n
i=1 ∆Yt-1+ ∑ δi∆Xt-1

n
i=0 +φ

1
Yt-1+φ

2
Xt-1+μ

t
    (4) 

Where: 

β
1
 & δi = Short-run equations; φ

1
& φ

2
 = ARDL long-run coefficients; μ

t
 = 

Disturbance term 

The variables are logged in the E-views programme and the first step is to 

determine the optimal number of lags. Thus, the analysis uses the lags chosen as 

the optimal number of lags. After the optimal lags are chosen the model is run 

using the following formula: 

∆Regulation=β
0
+ ∑ β

i
n
i=1 ∆Regulation(-1)+ ∑ δi∆Average(-1)n

i=0 +φ
1
Regulation(1) 

   +φ
2
Average(-1)+μ

t
        (5) 

 

5. Results and Discussion 

The data was initially tested for stationarity and all the variables were found to be 

stationary at level expect for the z-score values of Amalgamated Banks of South 

Africa (ABSA) and Capitec bank which were stationary after first differencing. 

The z-score results and their order of integration are listed in Tables 1 and 2 

respectively.  
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Table 1. Z-Score Results Using Bank Data 

 

Table 2. Order of Integration 

 

Logit Regression Results 

Thereafter, a binary Logit Regression was run to determine the level of 

significance and interpret to signs of the coefficients. The results of the regression 

p-values and unit root tests are summarized in Table 3. Variables that are 

significant under the 1, 5, and 10 percent significance level are the ones that were 

chosen for the forecasting of new regulation being implemented. However, none of 

the regressors were significant under all the significance levels. This led to the 

conclusion that there is no relationship between the new regulation being 

implemented in South African banks and the banks’ z-score level. This result is 

contradictory to the results found by De Haan and Klomp (2015) who concluded 

that there is a positive relationship between bank regulation and bank risk 

measured by the z-score.  
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Table 3. Logit Regression and Unit-Root Results 

Z-score Variable P-value Order of Integration 

DAbsa 0.9274 I(1) 

DCapitec 0.6692 I(1) 

First Rand 0.1907 I(0) 

Nedbank 0.2634 I(0) 

SB 0.8098 I(0) 

Thereafter, an ARDL model was done between the new regulations implemented 

and the average z-score movement for South African banks from 2000 to 2017. 

The ARDL model was relevant to this study because the z-score values are 

integrated of order 0 and 1 but not 2 as shown in Table 2. Based on the lag length 

criteria, the optimal number of lags to be used was 7 lags. The results of the ARDL 

regression are shown in Table 4: 

Table 4. Regression Results 

Variable P-value 

Short-run variables 

D(Regulation(-1)) 0.5924 

D(Average(-1)) 0.3377 

Long-run variables 

Regulation(-1) 0.0070 

Average(-1) 0.2312 

F-Statistic Probability value        0.0049 

Model diagnostic, in the form of a serial correlation test had to be performed before 

the results of the ARDL model were interpreted. The results of the Breusch-

Godfrey serial correlation Langrange Multiplier (LM) test are shown in Table 5 

below: 

Table 5. Breusch-Godfrey Serial correlation LM Test 

F-stat 0.2722 P-Value 0.9357 

Obs*R-Squared 5.1634 P-value Chi-Square 0.5400 

From Table 5, the p-value associated with the chi-square distribution was greater 

than the significance value of 0.05. Therefore, we do not reject the null hypothesis 

that there is evidence of serial correlation. Thereafter, model stability was done via 

a cumulative sum control chart (CUSUM chart) shown in Figure 2.1: 
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Figure 1. CUSUM Chart 

The results show that the trend line lies within the boundaries, thus the model is 

stable. Thereafter, the bounds test was performed between the two long-run 

variables to check if they are statistically significant. The null hypothesis under the 

Wald test is that the two long-run variables are both equal to zero. The results of 

the regression are shown in Table 6 below: 

Table 6. Wald Test Results 

Wald Test 

Test Statistic Value df Probability 

F-statistic 7.251003 (2, 11) 0.0098 

Chi-Square 14.50201 2 0.0007 

The p-value of the F-statistic in the Wald test shows statistical significance, 

however, that is not the determinant of significance when it comes to Wald tests. 

To determine significance, a Pesaran table was used to determine whether the p-

value is significant. The p-value is significant if the calculated F-statistic value is 

greater than the upper bound value from the Pesaran table and under the 5 percent 

significance level, the lower and upper bound values from the table are 4.94 and 

5.73 respectively. Thus, from the ARDL model regression it was concluded that 

the model is significant and there is a long-run relationship between bank 

regulation and bank solvency risk which was represented by the z-score since the 

calculated F-statistic value of 7.25 is greater than the upper bound value from the 

Pesaran table. The nineteen new banking regulations that were implemented in 

South Africa are shown in Table 7.  
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Table 7. Bank Related Regulations Implemented in South Africa from 2000 to 2017 

Year Regulation 

2017 Financial Sector Regulation Act 9 of 2017 

2016 King IV 

2015 Bank Amendment Act 

2013 Protection of Personal Information Act 

2012 Financial Markets Act 

2010 Basel III 

2009 Taxation Laws Amendment Act, King III 

2008 Consumer Protection Act 

2007 Bank Amendment Act, Corporative Bank Act 

2005 National Credit Act 

2004 Basel II 

2003 Bank Amendment Act 

2002 King II, Financial Advisory and Intermediary Services Act 

2001 Financial Intelligence Centre Act 

2000 Bank Amendment Act 

 

6. Conclusion 

This study aimed to determine the relationship between banking regulation and 

solvency levels of five major banks in SA. The main objective was to determine if 

the implementation of new bank regulations was assisting bank solvency or not. By 

using z-scores to determine the levels of solvency in the top five banks the results 

showed that four of the five banks have had stable z-scores over the period from 

2000 until 2017. The only exception was Capitec bank which had low z-score 

measures which could indicate that it has been on the edge of bankruptcy since the 

turn of the century. There is no study from the empirical literature that supports nor 

contests this finding therefore this could relatively be a new finding in this field of 

study. This finding can also be a potential area of a study looking into how a 

Capitec bank has been existing with relatively low levels of solvency.  

Logit Regression showed that the z-score for South African banks cannot be used 

to predict whether new regulation will be implemented in the future. This result 

that showed that there was no relationship between bank solvency and new 

regulation implemented in South African banks was in support of some of the 

studies in the literature which also found no relationship between bank risk and 

bank regulation. A relative conclusion can be drawn that the implementation of 

banking regulation does not affect bank risk using solvency levels as a proxy. This 

could mean that they may be other factors such as economic variables and the 

micro- and macroeconomic environment that can influence the solvency levels of 

banks.  
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However, using an ARDL model, results showed that there is a long-run 

relationship between the z-score for the top five South African banks and new 

regulation being implemented. This result was in support of the result by De Haan 

and Klomp (2015) who also used z-scores as a risk proxy against bank regulation 

and found a positive relationship between the two variables. The study also found 

that there have been nineteen new regulations, including amendments of the bank 

act, that have been introduced to South African banks since 2000 until 2017. Based 

on the varying results from the different methodologies implemented in this study, 

it can be recommended that more regulation needs to be implemented that 

specifically looks into increasing the solvency levels of South African banks.  
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